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Howling Detection and Gain Control for Speech
Reinforcement in a Noisy Car Cabin Environment

Yehav Alkaher and Israel Cohen , Fellow, IEEE

Abstract—In-car speech communication is particularly chal-
lenging due to environmental noise. The speaker’s microphone
also acquires car and road noises, resulting in a low signal-to-
noise ratio and persistent frequency-howls that do not decrease,
which degrade the system’s output sound quality. In this pa-
per, we address the problem of howling control for in-room
speech reinforcement systems under high environmental noise
levels, specifically in a car cabin. We control the acoustic feed-
back via a gain control algorithm based on howling detection.
Two detection methods are proposed to detect non-decreasing un-
derdamped frequency-howls. A single-channel optimal Feedback
Wiener gain is derived to enhance the desired near-end speech
signal, followed by another Wiener filter that is based on the
signal magnitude relative to the estimated noise power spectral
density. Adjusting the howling energy threshold is proposed to
deal with false-detection artifacts arising as the environment’s
environmental noise level rises. The performance improvements of
the howling-detection-based gain control algorithm following the
proposed adjustments are evaluated in clean and noisy environ-
ments. As detection of non-decreasing underdamped frequency-
howls is feasible, it was found that it becomes unnecessary when
the environmental noise is successfully reduced via the Wiener
filter.

Index Terms—Speech reinforcement, acoustic feedback, howling
control, noise reduction, in-car communication.

I. INTRODUCTION

IN-CAR speech communication is particularly challenging
due to the environmental noise during a ride [1], [2]. A speech

reinforcement (SR) system is commonly used to amplify and
play the desired speech back into the cabin. However, due to
the relatively small room space of a car cabin, the loudspeaker’s
delivered speech signal must be of high quality, and the process-
ing time of the SR system needs to be short [1], [3]. In practice,
the primary challenges in delivering high-quality speech are
acoustic feedback control and environmental noise reduction [4],
[5], [6]. As modern car cabins increasingly provide microphone-
based applications other than SR, such as hands-free telephony
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and automatic speech recognition, handling these challenging
effects is crucial, as discussed by Müller et al. in [7].

Although the reverberation time in a car cabin is very short
(50–60 ms) [2], [3], [8], as the system’s amplification gain rises,
the small room space makes an employed SR system vulnerable
to acoustic feedback [9], [10]. As a result, grating howling
noises are emitted at resonance frequencies of the system’s
closed-loop transfer function (TF) [11]. During silence, howling
appears only if the speech harmonics excite the system’s howling
frequencies. However, high environmental noise may trigger
howling regardless of the speech activity. Apart from howling,
the acquired environmental noise degrades speech communica-
tion and should be filtered out from the reinforced sound.

Many of the recent acoustic feedback control efforts in
the literature, mainly for hearing aid devices and public ad-
dress systems, are attributed to adaptive feedback cancellation
(AFC) algorithms [12], [13], [14], [15], [16], [17]. AFC meth-
ods use adaptive filters to estimate the loudspeaker-enclosure-
microphone paths, utilizing techniques like the normalized least
mean squares (LMS) and the Kalman filter, and subtract the
estimated acoustic echo from the microphone signal, as in acous-
tic echo cancellation (AEC). A fundamental challenge of AFC
within SR systems is that the loudspeaker signal is correlated
with the near-end signal, which serves as a disturbance signal
for the adaptive filter. Thus, a standard adaptive filtering algo-
rithm produces a biased estimate and an impaired output speech
signal. A common practice is to employ prediction-error-method
(PEM)-based decorrelation techniques [10], [12], [15]. As the
main challenge of AFC is reducing the computational com-
plexity [18], those works deal with howling by providing low-
complexity AFC solutions with fast recovery after changes in the
loudspeaker-enclosure-microphone paths. Unfortunately, these
works do not concern howling control in noisy environments.
Apart from AFC, the use of neural-network-based methods for
real-time howling detection and suppression has begun to rise,
also aiming to deal with nonlinearities and uncertainties such as
in loudspeaker/microphone responses [19], [20].

In our recent work [11], [21], we proposed a dual-microphone
SR system with howling control for in-car speech communica-
tion, focusing on front-to-rear passenger communication. The
dual-microphone SR system includes a speaker’s speech acqui-
sition microphone and another intelligently-located microphone
that monitors the environment for howling detection. Once a
potential frequency-howl is detected [11], the magnitude-slope-
deviation (MSD)-based gain-control mechanism from [21] ad-
justs the amplification gain of the SR system to control the
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acoustic feedback and suppress the potential frequency-howls
in the reinforced speech signal.

Another well-known approach to dealing with howling in SR
systems is employing notch-filter-based howling suppression
(NHS) techniques [18], [22], [23], [24]. Hence, the foundation
for such howling control mechanisms is the howling detection
algorithm, which in practice analyzes the behavior of the signal’s
frequency components at a given period of time. For example,
the MSD-based temporal howling detector we proposed in [11]
flags frequency components that increase/decrease exponen-
tially, i.e., change linearly on a dB scale, due to the acoustic
feedback [22]. Specifically, these frequency components are
termed increasing/underdamped frequency-howls, respectively.
Unfortunately, underdamped frequency-howls are not detected
when they do not decrease due to environmental noise. Although
the amplification gain is adjusted occasionally, the signal model
assumes a fixed amplification gain at a given time interval.
Therefore, this approach is particularly relevant to “piecewise”
time-invariant SR systems. A significant challenge is to suppress
frequency-howls before the human ear notices. While howling
detection algorithms analyze the behavior of the signal’s fre-
quency components, noise reduction filters affect the compo-
nents’ magnitudes over time.

In this paper, we address the problem of howling control
in in-room SR systems under high environmental noise levels.
Two howling detectors are proposed based on the magnitude’s
standard deviation and the NINOS2-T measure. A Feedback
Wiener gain is derived to enhance the desired near-end speech
signal, followed by another Wiener filter that is based on the sig-
nal’s magnitude relative to the noise’s estimated power spectral
density (PSD) and an over-subtraction factor [25]. Then, as low-
energy false-alarm-causing artifacts decrease the performance of
the temporal howling detector, the howling energy threshold is
adjusted based on the measured noise floor. In this manner, the
proposed adjustments are added to the SR algorithm described
in [21]. For simplicity, in the scope of this paper, the same
microphone is used for speech acquisition and monitoring the
environment. Thus, the howling-detection-based gain control
algorithm’s performance improvement following the proposed
adjustments is evaluated under clean and noisy environments.
Our main contributions are: 1) Analysis of the closed-loop SR
system’s response to high environmental noise, and formulation
of the non-decreasing underdamped frequency-howl. 2) Two
detection methods for non-decreasing underdamped frequency-
howls. 3) Adjustment of the howling energy threshold to deal
with acquired false-alarm-causing artifacts arising from high en-
vironmental noise. 4) Analysis of the effective amplification gain
in the SR system and the (dis)appearance of the non-decreasing
underdamped frequency-howls following the Wiener filter.

This paper is organized as follows: Section II describes the
signal model and problem formulation. Section III provides a
mathematical analysis of the origins of the howling effect in
the presence of environmental noise. Section IV analyzes the
magnitude behavior of a frequency-howl induced by high en-
vironmental noise, and introduces two detection methods com-
plementary to the temporal howling detector in [11]. Moreover,
it addresses the temporal howling detector’s sensitivity under

Fig. 1. In-car single-microphone speech reinforcement system with howling-
control.

high environmental noise. Section V considers single-channel
signal enhancement in the frequency domain and addresses as-
sociated STFT domain challenges. Section VI demonstrates the
advantages of the proposed howling detection methods and the
effect of the Wiener filter on the system’s effective amplification
gain. Then, it demonstrates the SR improvement of the proposed
adjustments to the SR algorithm. Finally, Section VII presents
the conclusions of the study.

II. SIGNAL MODEL AND PROBLEM FORMULATION

The in-car SR system model considers a microphone and a
loudspeaker in a closed room [21], as illustrated in Fig. 1. The
blue triangle is the speaker, the driver in this case, providing the
near-end speech to the microphone (green square), denoted as
mic1. As mentioned above, mic1 acquires the speech signal to be
reinforced and monitors the environment for howling detection.
Thus, controlling the amplification gain and the speech en-
hancement (SE) segment responsible for enhancing the near-end
speech. The large orange triangle is the loudspeaker, playing the
reinforced speech from mic1 back into the car cabin.

The microphone input signal is composed of the desired
near-end speech u1(n), the environmental noises b1(n), and the
acoustic echo from the loudspeaker f1(n):

m1(n) = u1(n) + b1(n) + f1(n) . (1)

The filtered estimated near-end speech x(n) is obtained from
m1(n) using the SE segment to deliver the near-end speech back
into the cabin. Then, x(n) is amplified by a factor K, creating
the output loudspeaker signal:

y(n) = K x(n) . (2)
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Note that the microphone and loudspeaker possess internal ther-
mal noises, yet negligible relative to the in-car environmental
noises during a ride. The emitted output signal y(n) propa-
gates through the cabin into the speaker’s microphone (and the
howling-detection microphone) with an RIR g1(n), generating
the echo signal f1(n), i.e.,

f1(n) = y(n) ∗ g1(n) , (3)

where ∗ denotes the convolution operation. This closed-loop
behavior is the source of acoustic feedback within the SR system.

Our objective is to provide an SR system that maintains a
desired high amplification gain while filtering out the envi-
ronmental noise and suppressing potential sound artifacts due
to acoustic feedback, see Fig. 1. Considering the SE segment
that provides the filtered estimated near-end speech x(n) (to
be amplified), the near-end speech signal u1(n) needs to be
recovered from the noisy observation m1(n) for clean speech
reinforcement, i.e.,

x(n) = m1(n) ∗ hSE(n) ≈ u1(n) ; (4)

where hSE(n) is a causal FIR filter to be implemented in the
SE segment. While the reinforced speech is based on the SE
segment, the input to the howling detection algorithm is m1(n).
However, it is directly affected by hSE(n), as explained in the
following sections.

III. RESPONSE TO A STATIONARY INPUT SIGNAL

Considering a Linear Time-Invariant (LTI) system with a
discrete-time (room) impulse response h[n], it is desired to
examine the system response to the input signal x[n]. The output
of the system, y[n], is thus given by

y[n] = x[n] ∗ h[n] =
∞∑

k=−∞
x[n− k]h[k] . (5)

Let x[n] be a wide-sense stationary (WSS) random process, e.g.,
a white Gaussian noise x[n] ∼ N (μx, σ

2
x). Then,

E [x[n]] = μx ;

RX [η] = E [x∗[n]x(n+ η)]
white noise

= σ2
x δ[η] ; (6)

where E[·] denotes mathematical expectation, the superscript
∗ is the complex-conjugate operator, and RX [η] is the auto-
correlation function of the time lag η. Therefore,

E [y[n]] =

∞∑
k=−∞

E [x(n− k)] h[k] = μx

∞∑
k=−∞

h[k] ;

RY [η] = E [y∗[n] y[n+ η]]

=

∞∑
k=−∞

∞∑
l=−∞

E [x∗[n− k]x[n+ η − l]] h∗[k]h[l]

=

∞∑
k=−∞

∞∑
l=−∞

RX [η + k − l]h∗[k]h[l] . (7)

Taking the discrete-time Fourier transform (DTFT) of both sides
results in the power spectral density (PSD) of y[n], that is,

SY (θ) = |H(θ)|2 SX(θ)
white noise

= |H(θ)|2 σ2
x . (8)

Accordingly, the energy of the output signal at frequency θ is
proportional to the input signal’s energy. Hence, as long as the
energy of the input at frequency θ does not decrease, the output
signal will correspondingly have a proportional constant energy
that does not decrease.

This non-decreasing energy, which may be caused when the
environmental noise level is too high, is a particular case of the
underdamped frequency-howl and deserves special treatment.
Thus, it is termed a non-decreasing underdamped frequency-
howl. This type of howling is added to the increasing and
underdamped frequency-howls, noted in [11].

IV. DETECTION OF NON-DECREASING UNDERDAMPED

FREQUENCY-HOWLS

In an in-room SR system, where feedback is present, the
feedback effect on the reinforced speech is determined by
the dominant poles of the closed-loop system TF [26]. In [11],
the response to an energy burst in a frequency bin, i.e., a sinu-
soidal windowed input signal, was mathematically analyzed and
resulted in distinguishing between increasing and underdamped
frequency-howls. With the MSD measure and the temporal
approach, the temporal howling detector was designed to im-
mediately detect these frequency-howls, characterized by an
energy increase or decrease, respectively, before the human ear
notices. For this purpose, the temporal howling detector includes
two cascaded stages: Soft Howling Detection and Howling
False-Alarm Detection. On the other hand, a research gap arises
when an underdamped frequency-howl does not decrease, due
to a high level of acquired environmental noise, as shown in
Section III. This section proposes two methods to detect non-
decreasing underdamped frequency-howls that are not detected
earlier by the temporal howling detector proposed in [11]. In
each of the following methods, as in [11], the PSD is calculated
on subsequent sample frames and inserted into a magnitude
history buffer to analyze each frequency component’s temporal
magnitude behavior. For the sample rate of 16 kHz, the length of
the magnitude history buffer is N = 12 frames, where the frame
length is 512 samples (32 ms — a typical speech analysis frame
length), and the frame shift between subsequent sample frames
corresponds to 10 ms. In comparison, the length of the temporal
howling detector’s magnitude history buffer isN = 6 frames for
the Soft Howling Detection stage (and N = 120 frames for the
Howling False-Alarm Detection stage). Thus, providing a more
accurate assessment of the magnitude’s continuity. Additionally,
this section also proposes an adjustment to the howling energy
threshold with respect to the temporal howling detector, to
improve its performance under high environmental noise levels.

A. NINOS2-T Measure

According to Mounir [27], howling is manifested as a per-
sisting narrowband signal component, and can be observed as
a horizontal line in the spectrogram. This corresponds to the
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phenomena of a non-decreasing underdamped frequency-howl.
For this purpose, the NINOS2-Transposed (NINOS2-T) was
proposed by Mounir [27] to measure spectral non-sparsity in the
magnitude history of a specific frequency bin. The NINOS2-T
measure is based on the NINOS2 feature, proposed by Mounir
et al. [28] for the problem of musical note onset detection.
The term NINOS2 stands for Normalized INOS2, where INOS2

stands for Identifying Note Onsets based on Spectral Sparsity.
Thus, the NINOS2-T measure at a suspected frequency bin k is
defined as

NINOS2-T(k,m) =
1

4
√
N − 1

(‖G(k,m)‖2
‖G(k,m)‖4 − 1

)
, (9)

where m denotes the index of the last analyzed frame, the row
vector G(k,m) is the magnitude history buffer at frequency
bin k, and N is the number of frames in the magnitude history
buffer. As NINOS2-T measures non-sparsity, at the least sparse
case, i.e., when the magnitude in G(k,m) is constant over time,
NINOS2-T(k,m) = 1.

B. Magnitude’s Standard Deviation Measure

The environmental noise’s energy level (PSD) is assumed to
remain constant over time. Therefore, the standard deviation
(STD) can be utilized to assess the variance of the magnitude
along the history buffer. Accordingly, the magnitude’s STD at
frequency bin k is calculated as

STD(k,m) =

√√√√ 1

N − 1

N−1∑
l=0

|G(k,m)[l]− µ(k,m)|2 , (10)

where the mean µ(k,m) is calculated as

µ(k,m) =
1

N

N−1∑
l=0

G(k,m)[l] , (11)

and l is the frame index within the magnitude history buffer.

C. Total Spectrum Noise Floor

When a frequency bin’s magnitude settles to a steady en-
ergy level (magnitude noise floor) after an energy burst, the
non-decreasing energy shall be noticeable only if above the
total spectrum noise floor. Otherwise, it is masked by energy
in other frequencies and can not be noticed by the human ear.
As the two measures above detect frequency bins with steady
magnitudes over time, it is possible to determine whether a
candidate steady energy level manifests as a frequency-howl
by calculating the total spectrum noise floor. Thus, the total
spectrum 90% noise floor is calculated as the 90th percentile
of all magnitudes in the magnitude history buffer G(k,m). This
measure is essentially a modification of the peak-to-average
power ratio (PAPR) feature [23], resulting in the Magnitude-
STD-based and NINOS2-T-based detectors, complementary to
the temporal howling detector.

Fig. 2. Howling energy threshold-contour fix, based on the measured input
noise floor.

D. Howling Energy Threshold-Contour

Regarding the temporal howling detector in [11], to determine
whether a candidate frequency-howl is audible to the human ear
and should be flagged, a howling energy threshold-contour is es-
tablished across the frequency bins based on the equal-loudness
contours defined in standard ISO 226:2003 [29]. In the presence
of a high noise level, low-energy frequency-howls might be
masked by the added noise floor, and therefore can be overlooked
by the detector without being noticed by the human ear. Further-
more, as a noise floor is added, low-energy false-alarm-causing
artifacts might be “raised” above the energy threshold-contour.
Correspondingly, the utilized howling energy threshold-contour
is raised uniformly by 20 dB above the calculated PSD of the
input noise, see Fig. 2.

V. SINGLE-CHANNEL FREQUENCY DOMAIN SIGNAL

ENHANCEMENT

The environmental noise reduction is performed using a signal
enhancement filter [30]. Calculating the filter gains in the fre-
quency domain allows the formulation of the feedback in the SR
system in terms of frequency responses. Accordingly, the terms
of mic1 and the loudspeaker can be expressed in the frequency
domain as:

M1(f) = U1(f) +B1(f) +G1(f)Y (f) ;

Y (f) = KX(f) = KHSE(f)M1(f) ; (12)

which means that

M1(f) = U1(f) +B1(f) +KG1(f)HSE(f)M1(f) . (13)

Therefore,

M1(f) =
U1(f) +B1(f)

1−KHSE(f)G1(f)
;

X(f) = HSE(f)M1(f) =
HSE(f) (U1(f) +B1(f))

1−KHSE(f)G1(f)
.

(14)
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The desired signalU1(f) is uncorrelated with the environmental
noise B1(f), and needs to be recovered from the noisy obser-
vation M1(f). Hence, the variance of X(f), i.e., its PSD, can
then be written as

φX(f) = E
[|X(f)|2] = |HSE(f)|2 (φU1

(f) + φB1
(f))

|1−KHSE(f)G1(f)|2 ;

(15)

and the cross-correlation between X(f) and U1(f) is

φX,U1
(f) = E [X(f)U ∗

1(f)] =
HSE(f)φU1

(f)

1−KHSE(f)G1(f)
. (16)

A. Single-Channel Optimal Feedback Wiener Gain

The error signal between the estimated and desired signals at
frequency f is defined as E(f) = X(f)− U1(f). The narrow-
band MSE criterion is thus

J [HSE(f)] = E
[|E(f)|2]

= φX(f) + φU1
(f)− φX,U1

(f)− φU1,X(f) .
(17)

Taking the gradient of J [HSE(f)] with respect toH∗
SE(f), and

equating the result to 0 leads to the optimal Feedback Wiener
gain:

HFW(f) =
φU1

(f)

(1 +KG1(f)) φU1
(f) + φB1

(f)
. (18)

Defining the narrowband input signal-to-noise ratio as

iSNR(f) � φU1
(f)

φB1
(f) , means that

HFW(f) =
iSNR(f)

(1 +KG1(f)) iSNR(f) + 1
, (19)

where setting K = 0 leads to the known Wiener gain.
Substituting HFW(f) in φM1

(f) results in

φM1
(f) =

φU1
(f) + φB1

(f)

|1−KHFW(f)G1(f)|2

=
φU1

(f) + φB1
(f)

| (1+KG1(f))φU1
(f)+φB1

(f)−KφU1
(f)G1(f)

(1+KG1(f))φU1
(f)+φB1

(f) |2

=
| (1 +KG1(f)) φU1

(f) + φB1
(f)|2

φU1
(f) + φB1

(f)
. (20)

Accordingly, to calculate the Feedback Wiener gain, the variance
of the in-car environmental noise φB1

(f) can be estimated
directly from φM1

(f) during a ride if setting K to zero and
keeping silence for a while [3], [8], [30]. Then, to obtain the
variance of the near-end speech φU1

(f), one needs to solve
the parabolic equation, derived from (20), and choose one of
the roots. Furthermore, besides the known applied amplification
gain K, the RIR G1(f) generally needs to be estimated, e.g.,
see work by Avargel and Cohen [31], [32], [33], [34].

B. Implementation Considerations of the Noise Reduction
Filter

In practice, the optimal filter gain above is calculated in
the short-time Fourier transform (STFT) domain, according
to [30, Ch. 3], using the multiplicative-transfer-function (MTF)
approximation as discussed by Avargel and Cohen [32]. This
approximation is only valid when the RIR is short relative to the
speech analysis window (∼ 30 ms [35]). Therefore, this model
might be invalid above a certain amplification gain since the
RIR is “infinite” when the acoustic feedback is high. Hence, it is
chosen to set K = 0 in the model and utilize the known Wiener
gain (HW(f) � HFW,K=0(f)) within the SR system, due to its
simplicity and the fact that the acoustic feedback artifacts should
be controlled. Accordingly,

φM1
(f)

K=0≈ φU1
(f) + φB1

(f) . (21)

In the STFT domain, the Wiener gain is thus calculated as

HW(r, k) =
iSNR(r, k)

iSNR(r, k) + 1
, (22)

where r denotes the frame index and k denotes the frequency
bin. Then, for online filtering, an inverse fast Fourier transform
(IFFT) is applied to the resulting short-term filter gains.

To obtain a less noisy estimate of φU1
(r, k) for designing

the Wiener filter gains in (22), it may be desired to use the
measuredφB1

(k)multiplied by an over-subtraction factorβ ≥ 1
(as proposed by Berouti et al. [36] and discussed by Pardede
et al. [25]), i.e.,

φ̂U1
(r, k) ≈ max

{
0 , φM1

(r, k)− β φB1
(k)

}
. (23)

The over-subtraction factor, which is determined heuristically,
is utilized to minimize the gap between the predicted and the
actual variances of the environmental noise. When there is no
acoustic feedback in the system (K = 0) and the variance of the
in-car environmental noise φB1

(k) is correctly measured, β = 1

would provide φ̂U1
(r, k) = φU1

(r, k). However, when acoustic
feedback is present in the SR system, β must be estimated
appropriately.

VI. RESULTS

This section evaluates the SR system with the howling-
detection-based gain control algorithm. Section VI-A
demonstrates the proposed howling detection methods upon
a magnitude analysis over time, under a devised feedback
scenario and different iSNRs. Then, Section VI-B demonstrates
the effect of the Wiener filter’s over-subtraction factor on the
effective amplification gain. The RIRs used in simulations are
based on the simulated room configuration in [21]. After that,
Section VI-C first justifies the adjustment process of the howling
energy threshold-contour. Subsequently, it evaluates the overall
howling-detection-based gain control algorithm under clean
and noisy environments, incorporating the discussed howling
detectors.
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A. Detection of Non-Decreasing Underdamped
Frequency-Howls

To examine the signal magnitude behavior of frequency-
howls in a noisy reverberant environment under acoustic feed-
back, a two-pole TF is applied to a devised input signal under
different iSNRs. In [11], the devised input signal comprised
a 1.5 s of speech preamble, an energy burst, and silence for
analyzing the response. A modified input signal is proposed,
which consists of the previously devised signal, using speech
samples from the TIMIT speech database [37], with an additive
Gaussian noise at chosen iSNR values of 40 dB (Clean) and
10 dB (Noisy). The modified input signal is then followed
by 0.5 s of silence, 0.5 s of a sine wave at the poles’ fre-
quency, and another replication of the modified input signal.
Also, a whistle recording at 1218.25 Hz is added to the sig-
nal to review the detectors’ performance on a possible false
frequency-howl.

To evaluate the presented howling detection methods, the
“Recovery Gain-Control Howl” feedback scenario from [11]
is applied to the input signal, simulating a gain reduction
(as if howling is noticed and thus suppressed) followed by
a positive gain change, to a more stable amplification gain.
Accordingly, Fig. 3 shows the spectrograms of the input signal
and the response signal, with the configured signal-magnitude
change rate over time starting from −50 dB/sec, decreasing to
−3000 dB/sec (stable poles, low acoustic feedback), and fixing
to −150 dB/sec (see (17) in [11]). The howling detections are
marked by squares where those around the pole’s frequency
are marked in red, and those around the whistle are in blue.
The rest are marked in gray. Furthermore, the figure shows
the signal’s magnitude at specific frequency bins over time.
On each graph, the hearing threshold of the corresponding
frequency bin is depicted by a red dashed line; a magenta dashed
line shows the total spectrum 90% noise floor; the detections
of the Soft Howling Detection stage of the temporal howling
detector are marked by blue circles, and red circles mark the
detections that haven’t been refuted by the Howling False-Alarm
Detection stage. Moreover, the two proposed detection meth-
ods of non-decreasing underdamped frequency-howls — the
Magnitude-STD-based and the NINOS2-T-based, are marked
by magenta circles and cyan circles, respectively. The fine-
tuned thresholds for howling detection are STD(k,m) < 3 and
NINOS2-T(k,m) > 0.95.

Following the structure of the devised input signal and the
applied feedback scenario, it is interesting to observe the mag-
nitude at the poles’ frequency. From 0 to 1 s, for 40 dB
iSNR, energy is added mainly due to speech harmonics, and
the frequency-howl decays slowly. In contrast, for 10 dB iSNR,
constant energy is inserted into the two-pole TF, and the signal
maintains a steady magnitude, i.e., a non-decreasing under-
damped frequency-howl. In both cases, the frequency-howl is
detected by both examined detectors.

From 1.5 to 3 s, both cases exhibit an underdamped frequency-
howl, where the frequency bin’s magnitude noise floor is higher
for 10 dB iSNR, which leads to a shorter decrease period. Then,
a non-decreasing underdamped frequency-howl is evident in

both cases, although only detected for 10 dB iSNR since the
frequency-howl is higher than the total spectrum 90% noise floor.
Namely, while the frequency bin’s magnitude settles to a steady
energy level (noise floor) in both cases, the non-decreasing
energy is higher than the total spectrum noise floor for 10 dB
iSNR, making it noticeable. In comparison, for 40 dB iSNR, the
steady energy level of the frequency bin is unnoticeable due to
a masking effect.

From 3 to 3.5 s, the response to the silence part is seen more
clearly when it follows the 10 dB iSNR signal. The temporal
howling detector detects the underdamped magnitude decrease
until it reaches a lower magnitude noise floor. From 3.5 to 4 s, the
sine wave is steady in magnitude and detected by all detection
methods. From 4 to 7 s, an underdamped response is visual for
40 dB iSNR and detected by the temporal howling detector.
For 10 dB iSNR, on the other hand, a non-decreasing under-
damped response is visual and detected by the two proposed
detection methods. Hence, the temporal howling detector and
the two proposed detection methods are complementary in the
underdamped scenario of a two-pole TF.

Observing the signal magnitude behavior at a frequency bin
around the frequency components of the whistle, while the
signal is not affected by the two-pole TF, its magnitude behavior
may be perceived (by the two proposed detection methods)
as a non-decreasing underdamped frequency-howl. Observing
the magnitude of the low speech harmonic, continuing energy
bursts are evident, higher than the total spectrum 90% noise
floor. Therefore, as a precaution, detected non-decreasing un-
derdamped frequency-howls below 1 kHz are disregarded (as in
the temporal howling detector [11]).

B. Wiener Filter’s Effect on Signal Behavior

As part of the noise reduction process, it is desired to obtain
an adequate estimation of the variance of the near-end speech
φU1

(r, k), e.g., based on a noise-only period. When setting a
desired amplification gain in the SR system, the measured PSD
of the noise might be affected by the feedback (and the MTF
approximation in the Wiener filter). As mentioned in Section V,
the variance of the in-car environmental noise φB1

(k) can be
initially measured during a ride if setting the amplification gain
to zero. Thus, providing the means to apply a Wiener filter
under different amplification gains of choice. Fig. 4 shows the
effect of using different over-subtraction factors (to compensate
for the feedback effect) on the effective amplification gain in
the SR system under a configured amplification gain K = 7
and iSNR of 10 dB. In practice, the Wiener filter reduces the
effective amplification gain per frequency component over time,
based on the signal’s magnitude relative to the estimated PSD of
the noise and the over-subtraction factor β. For β = 0.001, the
Wiener filter stops being effective as the energy increases due
to the acoustic feedback. However, for β = 3, the Wiener filter
sufficiently reduces the environmental noise, up to the presence
of frequency-howls. Accordingly, in this simulated scenario, the
fine-tuned over-subtraction factor for the Wiener filter gains is
β = 3.
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Fig. 3. Comparison of howling detection methods based on the response to a “Recovery Gain-Control Howl” feedback scenario, under iSNR values of 40 dB
(Clean) and 10 dB (Noisy). The examined two-pole TF has complex conjugate poles at frequency 2000 Hz, with a magnitude that corresponds to configured
signal-magnitude change rates of −50 dB/sec, −3000 dB/sec (neutral two-pole TF), and −150 dB/sec. The left column (a–d) refers to a clean input signal (40 dB
iSNR), and the right column (e–h) refers to a noisy input signal (10 dB iSNR). The top figures (a,e) include a spectrogram comparison between the input signal and
the response, and the applied pole’s magnitude (change rate) over time. The figures underneath show the behavior of the signal’s magnitude over time at specific
frequency bins: (b,f) refer to 2000 Hz (the pole’s frequency); (c,g) refer to 1281.25 Hz (around the whistle’s frequency); (d,h) refer to 468.75 Hz (low speech
harmonic’s frequency).
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Fig. 4. Spectrogram of the loudspeaker signal (top figures) and the applied Wiener gain over time (bottom figures), under the scenario of K = 7 and 10 dB
iSNR, using the over-subtraction factors β = 3 and β = 0.001. The input signal is a low-power white Gaussian noise, and no gain control algorithm is applied.
(a,b) relate to β = 3; and (c,d) relate to β = 0.001.

C. Howling-Detection-Based Gain Control Algorithm Under
a Noisy Environment

It is desired to evaluate the performance of the overall
howling-detection-based gain control algorithm, together with
the speech enhancement process in the SE segment, using the
speaker’s microphone for both speech acquisition and howling
detection.

1) Effect of the Howling Energy Threshold-Contour: Fig. 5
demonstrates the performance of the temporal-howling-
detector-based gain control algorithm, under a configured ampli-
fication gain K = 7 and iSNR of 10 dB, with and without fixing
the howling energy threshold-contour. As seen in Fig. 5(a), (b),
the howling detection process starts after 1.222 s, that is, once
the magnitude history buffer is filled with

Lframe + Lframe-shift (Nhistory-buffer − 1)

fsampling

samples [11]. Then, multiple howling detections are marked
with no (clearly) seen frequency-howl artifacts, suggesting low
energy. Moreover, none of the detected frequency-howls is de-
tected by the temporal howling detector at the dominant howling
frequency bin. On the other hand, detected frequency-howls can
be seen in Fig. 5(c), (d), i.e., after fixing the threshold contour,
as smears of frequency components (horizontal lines) truncated

due to gain reduction. In this case, the applied amplification
gain does not degenerate to zero but rather fluctuates around a
stable (and satisfying) level. Hence, fixing the howling energy
threshold-contour is necessary. Nevertheless, the quality degra-
dation in Fig. 5(c) due to the environmental noise can be seen by
the vast smearing of frequency components (howling artifacts)
not detected by the temporal howling detector.

2) Howling Detection Methods: First, it is desired to eval-
uate the gain control algorithm via the temporal howling de-
tector, together with the speech enhancement process in the
SE segment and the howling energy threshold-contour ad-
justment process. Fig. 6 shows the spectrogram of the loud-
speaker’s output and the applied amplification gain over time
under a configured amplification gain K = 7 and iSNR of
10 dB. The noise reduction in Fig. 6 is clearly visible com-
pared with Fig. 5(c), although there is still some smearing
of frequency components (frequency-howls). These residual
howling artifacts emphasize the challenge of howling de-
tection in reverberant and noisy environments. In addition,
the reduction of the effective amplification gain through the
Wiener filter results in no visible non-decreasing underdamped
frequency-howls.

Following the approach in [21], the matched effective gain
Keff � argmina ‖y(n)− a u1(n)‖2 is used to estimate the rel-
ative gain reduction RGR � K−Keff

K (aimed to be low). Also,
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Fig. 5. Performance comparison of the temporal-howling-detector-based gain control algorithm, under a configured amplification gain K = 7 and 10 dB iSNR
(noisy environment), with and without fixing the howling energy threshold-contour. The top figures include the spectrogram of the loudspeaker signal and the applied
amplification gain over time. Red circles mark the detected frequency-howls. The figures underneath show the behavior of the microphone signal’s magnitude
over time at the frequency bin of the dominant pole of the closed-loop TF. (a,b) relate to using the original threshold-contour; and (c,d) relate to using the fixed
threshold-contour.

Fig. 6. Performance of the temporal-howling-detector-based gain control algorithm, under a configured amplification gain K = 7 and 10 dB iSNR (noisy
environment), using a Wiener filter in the SE segment and fixing the howling energy threshold-contour. The figure includes the spectrogram of the loudspeaker
signal and the applied amplification gain over time. Red circles mark the detected frequency-howls.
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Fig. 7. Method comparison via retrospective howling detections on the spectrograms of the SR system’s microphone input under a configured amplification gain
K = 7 and iSNR values of 40 dB (Clean) and 10 dB (Noisy). The gain control algorithm is controlled by the temporal howling detector, using a Wiener filter in
the SE segment and fixing the howling energy threshold-contour. The left column (a–c) refers to a clean input signal (40 dB iSNR), and the right column (d–f)
refers to a noisy input signal (10 dB iSNR). On top of the spectrograms, retrospective howling detections are applied, marked by red circles: (a,d) via the temporal
howling detector only (as used by the gain control algorithm); (b,e) via the temporal and the Magnitude-STD-based detectors; and (c,f) via the temporal and the
NINOS2-T-based detectors.

the speech distortion (due to howling) is measured via the me-
dian short-term Itakura-Saito distance (Med-IS-Dist) [21], [38].
Based on that, it is desired to compare the performance of the
temporal-howling-detector-based gain control algorithm under a
configured amplification gain K = 7 and 10 dB iSNR, with and
without using a Wiener filter, see Figs. 6 and 5(c), respectively.
Evaluating the performance over a long concatenated speech
input signal of about 98 s, Keff = 3.85 and Med-IS-Dist = 2.14
without filtering out the noise from the microphone signal using
a Wiener filter, and Keff = 2.6 and Med-IS-Dist = 1.07 when
using one. Thus, the noise reduction filter has improved the
signal distortion in the noisy scenario, even though the calculated
matched effective gain is lower.

Fig. 7 shows spectrograms of the SR system’s microphone
input, where the gain control algorithm is controlled by the
temporal howling detector on the microphone signal m1(n),
under a configured amplification gain K = 7 and iSNR values
of 40 dB (Clean) and 10 dB (Noisy). On top of the spectrograms,

retrospective howling detections are applied via the temporal
howling detector only, the temporal and the Magnitude-STD-
based detectors, and the temporal and the NINOS2-T-based
detectors — all marked by red circles. Over the concatenated
speech signal of about 98 s, the temporal howling detector
detected 127 frequency-howls for 40 dB iSNR in Fig. 7(a) and
80 frequency-howls for 10 dB iSNR in Fig. 7(d). Both Fig. 7(a),
(b) and (d), (e) show identical retrospective howling detections,
which means that the Magnitude-STD-based detector detected
no frequency-howls. Then, as shown in Fig. 7(c), (f), together
with the NINOS2-T-based detector, 130 frequency-howls were
detected for 40 dB iSNR in Fig. 7(c), and 81 frequency-howls for
10 dB iSNR in Fig. 7(f). However, these additionally detected
frequency-howls are suspected to be speech harmonics. Hence,
it can be inferred that the proposed detectors lose their relevance
when the environmental noise is reduced via the Wiener filter, as
they no longer provide an advantage in detecting non-decreasing
underdamped frequency-howls.
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VII. CONCLUSION

We have investigated the challenges of howling control for in-
car speech reinforcement systems in the presence of high envi-
ronmental noise. The new term of non-decreasing underdamped
frequency-howl relates to underdamped frequency-howls that
do not decrease due to high environmental noise levels. Two
detection methods are proposed to detect non-decreasing under-
damped frequency-howls. These are the Magnitude-STD-based
and NINOS2-T-based detectors, which determine whether a
steady energy level manifests as a frequency-howl with respect
to the calculated total spectrum 90% noise floor. A Wiener
noise reduction filter is utilized within the SR system to reduce
the effective amplification gain (and acoustic feedback) per
frequency component over time, based on the signal’s magnitude
relative to the estimated PSD of the noise. An optimal value of the
over-subtraction factor was fine-tuned such that the Wiener filter
sufficiently reduces the environmental noise, up to the presence
of frequency-howls. Adjusting the howling energy threshold-
contour is proposed to deal with acquired false-alarm-causing
artifacts arising as the environmental noise level rises. The per-
formance of the howling-detection-based gain control algorithm
is evaluated in clean and noisy environments, incorporating
the proposed howling detectors, noise reduction, and howling
energy threshold adjustment. Reducing the amplification gain
through the Wiener filter resulted in no visible non-decreasing
underdamped frequency-howls. The Wiener filter has improved
the signal distortion in the noisy scenario, even though the
calculated matched effective gain is lower. Overall, the pro-
posed detectors have performed well under both clean and noisy
scenarios, yet the detection of non-decreasing underdamped
frequency-howls becomes unnecessary when the environmental
noise is successfully reduced via the Wiener filter. These findings
can be exploited in any howling control mechanism operating
under high environmental noise. Future work may address the
estimation of an optimal over-subtraction factor for the Wiener
filter and other noise reduction methods incorporated with the
howling detection-based gain control.
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