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ABSTRACT Acoustic echo cancellers are integrated into various speech communication devices, such as
hands-free conferencing systems and speakerphones. Microphone arrays can be employed to enhance the
performance of such systems, though they assume a static environment when transitioning to double-talk,
and rely on double-talk detection. This work introduces a multichannel echo canceller implemented by a
microphone array beamformer that can adapt to a changing environment where the locations of both the far-
end and near-end sources change during double-talk, with no double-talk detector. This is done by utilizing
multiple recent frames in the short-time Fourier transform (STFT) domain. We show how can the acoustic
paths be accurately estimated given the recent time frames of the far-end and microphone signals. Also,
our beamformer aims to reduce background noise. Simulations are conducted in a reverberant room with
nonlinear loudspeaker distortion and realistic low signal-to-echo ratio (SER) resembling a speakerphone.
The experiments demonstrate the advantages of the proposed approach compared to normalized least-mean-
squares (NLMS) based approaches.

INDEX TERMS Acoustic echo cancellation, adaptive filtering, array signal processing, beamforming.

I. INTRODUCTION
Acoustic echo control is a substantial part of any hands-free
teleconferencing system [1], [2], [3], [4]. These systems have
gained popularity in recent years. Hence, acoustic echo can-
cellation (AEC) and acoustic echo suppression (AES) emerge
as topics of great importance. The echo cancellation problem
is eliminating the undesired echo from the acoustic coupling
between a loudspeaker and a microphone. This echo com-
ponent should be removed so that talkers on each side of
the conversation will not hear themselves as feedback. Nu-
merous AEC methods were proposed following the work of
Sondhi [5]. Some methods also consider the effects of back-
ground noise received by the microphone and loudspeaker
nonlinear distortion induced by physical properties of the
electrodynamic loudspeaker model [6].

Typically, echo cancellers are implemented by an adaptive
filter operating on the reference loudspeaker signal that aims
to portray the acoustic echo path. Then, the transmitted signal
can be found by subtracting this echo component from the
received signal by the microphone. The undesired echo (far-
end) signal and the desired (near-end) signal may be active

at the same time, making the problem a challenging one in
the low signal-to-echo ratio (SER) case. Such periods are
referred to as double-talk and can be found by double-talk de-
tectors and voice activity detectors (VADs). The adaptive filter
must be adapted during periods when there is no double-talk,
with techniques such as least-mean-squares (LMS), normal-
ized LMS (NLMS), proportionate NLMS (PNLMS), and
others [1]. While advanced deep-learning-based multimodal
detectors are available [7], some AEC applications do not
contain additional modalities or lack the required data for
network training. Therefore, it is inevitable that during some
undetected double-talk periods, the filter adapts inaccurately.
Some works have also explored implementing the echo can-
celler with a deep neural network (DNN) [8], [9], [10], [11].

One method to improve echo cancellation performance is
to utilize a microphone array. Adding more microphones en-
ables the use of spatial filtering. Furthermore, the adaptive
filter coefficients can be adapted using information obtained
by all microphone signals. Such a multi-sensor spatial filter
is called a beamformer [12]. Beamformers can be used to
amplify speech from some directions while attenuating speech
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from other directions in noisy environments [13], [14], [15].
Strategies for combining echo cancellers and beamformers
were presented by Kellermann [16], and later on, more meth-
ods were explored by [17], [18], [19], [20], [21]. Typically,
the whole process is divided into two stages, echo canceling
and beamforming, and careful attention should be paid to
what stage comes first. If beamforming is used, one must
also consider the location of the desired source for it to be
preserved. In the case of a dynamic system, this requires
dealing with moving sources, which can be challenging [22],
[23]. If significant reverberation takes place on the way to
the reference microphone, a dereverberation stage might be
necessary subsequent to echo cancellation [24].

Another method to better echo control is to utilize multiple
frames in the short-time Fourier transform (STFT) domain.
This way, an adaptive filter operates on multiple frames of a
single microphone. The idea of utilizing multiple frames was
introduced by Benesty and Huang [25], [26] and was later
used in [27], [28], [29], in the context of noise reduction.
Naturally, these works were extended to the problem of echo
cancellation in [11], [30], [31], [32], [33], [34]. The common
property of these approaches is that a filter is adapted accord-
ing to the inter-frame correlations. The difference lies in how
the inter-frame correlations are estimated. In [31], [32], an
initial guess of the desired signal is provided by finding an
LMS solution, [30] use the statistics of the far-end signal, [33],
[34] use an estimate obtained by NLMS, and in [11] a neural
network is used. It should be noted that utilizing the inter-
frame correlations can, at best, preserve only the expected
component of the near-end signal, which is not necessarily the
near-end signal itself. Furthermore, these methods assume that
the far-end and near-end talkers are statistically uncorrelated,
which is not valid in real scenarios.

The works in [35], [36], [37] consider the multi-
microphone speech separation and noise reduction problems,
which are inherently different from the AEC problem. In these
scenarios, no available far-end signal produces an echo. The
availability of the echo-producing loudspeaker signal is criti-
cal to diminishing the received echo component. Thus, for the
problem of AEC, combining the two methods is beneficial.

Most importantly, typical echo cancellers rely on the as-
sumption that during double-talk periods, the adapted filter
from previous time segments can still provide a good esti-
mate of the echo path. This assumption may be problematic
in the case of a dynamic environment where the acoustic
paths change during double-talk. In such environments, the
experimental results show that performance is severely de-
graded once the acoustic path is changed for up to several
seconds [19], [34].

In this paper, we introduce an algorithm for AEC that uses
multiple microphones and multiple frames. A beamformer is
created, where the coefficients are determined using the refer-
ence loudspeaker signal and the array’s received signals. Our
method requires no double-talk detector and can also adapt
the beamformer coefficients during double-talk. This enables
the beamformer to work well in dynamic environments where

FIGURE 1. Illustration of the environment. M microphones capture the
far-end speech signal, the near-end speech signal, and background noise.
The far-end source is depicted by the loudspeaker and the near-end
source is depicted by the speaker.

changes in the environment and the acoustic paths may take
place during double-talk. Interestingly, the possibly varying
environment is taken into account as an inherent part of the
adaptation process. Furthermore, the proposed method does
not require any knowledge of the array geometry. Background
noise is also reduced, and nonlinear loudspeaker distortion is
considered. The proposed method is simulated in a realistic
low SER case in a reverberant room. Our simulations show
that the far-end component is diminished considerably and
that more of the near-end signal is preserved compared to
existing methods.

The rest of the paper is organized as follows. In Section II,
we outline the signal model and define performance measures.
We show the beamformer design scheme in Section III. Then,
in Section IV, we show how multiple frames can be used to
estimate the needed parameters to construct the beamformer
accurately. Section V is dedicated to a simulative study. Fi-
nally, we summarize this work in Section VI.

II. PROBLEM FORMULATION
A. SIGNAL MODEL
Consider a system with M microphones, a far-end speech
source, and a near-end speech source as depicted in Fig. 1.
The loudspeaker receives a given signal x(t ) and emits the
far-end signal xNL(t ) with nonlinear distortion induced by the
loudspeaker. The talker emits a near-end signal s(t ). Addi-
tionally, background noise vm(t ) is assumed to be zero-mean,
stationary, and independent and identically distributed (IID)
between all microphones. Using the signal model for acoustic
echo, the m-th microphone signal dm(t ) is given by

dm(t ) = gm(t ) ∗ xNL(t )+ qm(t ) ∗ s(t )+ vm(t ). (1)

Here gm(t ) is the impulse response from the loudspeaker to
the m-th microphone, qm(t ) is the impulse response from the
talker to the m-th microphone, and ∗ represents the convolu-
tional operator. This can also be written as

dm(t ) = ym(t )+ um(t )+ vm(t ) (2)
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where

ym(t ) = gm(t ) ∗ xNL(t ) (3)

is the received far-end speech by the m-th microphone, and

um(t ) = qm(t ) ∗ s(t ) (4)

is the received near-end speech by the m-th microphone. We
arbitrarily define the reference microphone as the first, i.e., by
m = 1.

Applying the STFT on (2), we get

Dm(k, n) = Ym(k, n)+Um(k, n)+Vm(k, n) (5)

where Dm(k, n), Ym(k, n), Um(k, n), and Vm(k, n) are the
STFTs of dm(t ), ym(t ) um(t ), and vm(t ), respectively, at
frequency bin k and time frame n. We will also use the ap-
proximations

Ym(k, n) ≈ Gm(k)XNL(k, n) (6)

Um(k, n) ≈ Qm(k)S(k, n) (7)

where Gm(k) is the transfer function (TF) from the loud-
speaker to the m-th microphone, Qm(k) is the TF from the
talker to the m-th microphone, and XNL(k, n) and S(k, n) are
the STFTs of xNL(t ) and s(t ), respectively. These approxima-
tions hold when the lengths of the filters gm(t ) and qm(t ) are
significantly shorter than the STFT window length [38].

Finally, we define the array steering vectors with the rela-
tive TFs (RTFs):

g(k) =
[

1,
G2(k)

G1(k)
, . . .,

GM (k)

G1(k)

]T

(8)

q(k) =
[

1,
Q2(k)

Q1(k)
, . . .,

QM (k)

Q1(k)

]T

(9)

where g(k) is the steering vector toward the far-end source,
q(k) is the steering vector toward the near-end source, and the
superscript T represents the transpose operator.

Our objective is to find the near-end signal received by
the reference microphone U1(k, n), given the far-end signal
X (k, n) and all microphone signals Dm(k, n). This signal can
then be sent to the far-end room. We propose to provide an
estimate by applying a beamformer:

Û (k, n) =
M∑

m=1

H∗m(k, n)Dm(k, n) (10)

where Û (k, n) is an estimate of the desired signal U1(k, n),
Hm(k, n) are the beamformer coefficients at bin k and frame n
on the m-th sensor, and the superscript ∗ marks the complex
conjugate operator. This can also be written in vector form:

Û (k, n) = hH (k, n)d(k, n) (11)

where

d(k, n) = y(k, n)+ u(k, n)+ v(k, n), (12)

y(k, n) = [Y1(k, n),Y2(k, n), . . .,YM (k, n)]T , (13)

u(k, n) = [U1(k, n),U2(k, n), . . .,UM (k, n)]T , (14)

v(k, n) = [V1(k, n),V2(k, n), . . .,VM (k, n)]T , (15)

h(k, n) = [H1(k, n), H2(k, n), . . ., HM (k, n)]T , (16)

and the superscript H marks the transpose conjugate operator.

B. PERFORMANCE MEASURES
To understand how the beamformer in (11) impacts the echo
component, we define the residual echo signal by

Yre(k, n) = hH (k, n)y(k, n). (17)

A good measure of echo attenuation is the echo-return loss
enhancement (ERLE):

ξ (t ) = LPF
{
y2

1(t )
}

LPF
{
y2

re(t )
} (18)

where yre(t ) is the inverse STFT (ISTFT) of Yre(k, n), and
LPF{·} describes a low pass filter. As the residual echo is
diminished, the ERLE grows. Thus, the ERLE should be as
large as possible.

To examine how the filter in (11) impacts the desired signal
component, we define the filtered near-end signal by

Uf(k, n) = hH (k, n)u(k, n). (19)

Then, the near-end signal distortion can be assessed by the
distortion index (DI):

ν(t ) = LPF
{
[u1(t )− uf(t )]2

}
LPF

{
u2

1(t )
} (20)

where uf(t ) is the ISTFT of Uf(k, n). As the filter distorts the
signal, the DI grows. Thus, a small DI is desired.

Additionally, the Perceptual Evaluation of Speech Quality
(PESQ) measure [39] can be used to evaluate performance
when comparing û(t ) to u1(t ), where û(t ) is the ISTFT of
Û (k, n). With PESQ, the residual noise at the filter output

Vrn(k, n) = hH (k, n)v(k, n) (21)

is also taken into account.

III. BEAMFORMER DESIGN
Considering the above performance measures, the beam-
former coefficients can be determined by various methods.
This section presents a method that eliminates the echo com-
ponent, maintains a distortionless response for the desired
component, and reduces noise.

Substituting (6) into (13), we get

y(k, n) = XNL(k, n) [G1(k), G2(k), . . ., GM (k)]T , (22)

then, substituting (22) into (17)

Yre(k, n) =
XNL(k, n)hH (k, n) [G1(k), G2(k), . . ., GM (k)]T . (23)

Finally, substituting (8) into (23), we get:

Yre(k, n) = G1(k)XNL(k, n)hH (k, n)g(k). (24)
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Therefore, to eliminate the echo component, we impose the
constraint:

C1 [h(k, n)] : hH (k, n)g(k) = 0. (25)

Notice that this constraint eliminates the overall echo com-
ponent, including the nonlinear distortion induced by the
loudspeaker. Similarly, by substituting (7) into (14), we get

u(k, n) = S(k, n) [Q1(k), Q2(k), . . ., QM (k)]T , (26)

then substituting (26) into (19)

Uf(k, n)

= S(k, n)hH (k, n) [Q1(k), Q2(k), . . ., QM (k)]T . (27)

Finally, substituting (9) into (27), we get:

Uf(k, n) = Q1(k)S(k, n)hH (k, n)q(k). (28)

Therefore, to preserve the desired component, we impose the
constraint:

C2 [h(k, n)] : hH (k, n)q(k) = 1. (29)

In this way, the near-end signal received by the reference
microphone is preserved.

Now, for noise reduction, we consider the residual noise
component Vrn(k, n) and minimize

E
[|Vrn(k, n)|2] = hH (k, n)E

[
v(k, n)vH (k, n)

]
h(k, n)

= σ 2
v (k) ||h(k, n)||2 (30)

where E is the expectation operator, and σ 2
v (k) =

E [|Vm(k, n)|2] is the noise variance. Overall considering
(25), (29), and (30), we can formulate the following problem:

hopt(k, n) = arg minh(k,n) ||h(k, n)||2
s.t. C1 [h(k, n)]

C2 [h(k, n)]
(31)

where hopt(k, n) are the optimal coefficients that eliminate
the echo component, preserve the desired component, and
minimize the noise component. This is the linear-constraint-
minimum-variance (LCMV) beamformer, which is given by

hopt(k, n) = C(k)
[
CH (k)C(k)

]−1
ic (32)

where

C(k) = [
q(k), g(k)

]
(33)

and

ic = [1, 0]T . (34)

Theoretically, this beamformer eliminates the echo compo-
nent and preserves the desired component, producing ideal
ERLE and DI. However, it can be constructed only when
the steering vectors g(k) and q(k) are known. In practice,
these may change when the loudspeaker or talker moves or
when there are changes in the acoustic paths. Furthermore,

FIGURE 2. Proposed scheme for acoustic echo cancellation. The
beamformer in (32) is applied on the M microphones with (11). The
steering vector estimates determine the beamformer coefficients.

they must be estimated accurately. Performance may severely
degrade due to steering vector inaccuracies. In the following
section, we present a method to estimate both g(k) and q(k).
These estimates are then used to construct the beamformer in
(32), as indicated by the scheme given in Fig. 2.

In many echo cancellation algorithms, an additional
NLMS-based echo canceller is utilized after the beamformer
to reduce residual echo further. While this may improve
performance when a fixed beamformer is considered, it can
degrade performance when an adaptive beamformer is con-
sidered [3]. In the adaptive case, the target filter of the NLMS
may change in time, making the convergence of the NLMS
filter unstable. In the case of a dynamic environment where
the steering vectors change in time, an adaptive beamformer
should be utilized. Therefore, such a stage is not utilized in
the proposed design.

IV. STEERING VECTOR ESTIMATION
In this section, we provide an estimate for the steering vectors
g(k) and q(k) used for the beamformer design in Section III.
To this end, we assume no movements in the room in the last L
frames, i.e., the loudspeaker, talker, and microphones did not
move in the last L frames.

Neglecting nonlinear echo and noise, we can utilize (5), (6),
and (7) on all the l ∈ [1, . . ., L] last frames and get

Dm (k, n− l + 1) = Gm(k)X (k, n− l + 1)

+ Qm(k)S (k, n− l + 1) (35)

Then, by taking m = m1 and m = m2 for any two sensors m1

and m2, we find the ratio

Qm1 (k)

Qm2 (k)
=

Dm1 (k, n− l + 1)− Gm1 (k)X (k, n− l + 1)

Dm2 (k, n− l + 1)− Gm2 (k)X (k, n− l + 1)
.

(36)

Notice that the left-hand side of (36) is independent of l . Thus,
we can state that the right-hand side for any l = l1 and l = l2

482 VOLUME 4, 2023



Algorithm 1.
Inputs: M, L,

X (k, n− l + 1), Dm(k, n− l + 1) 1 ≤ l ≤ L 1 ≤ m ≤ M
Outputs: G̃m(k, n) 1 ≤ m ≤ M
Create list Mlist of

(M
2

)
non-repetitive pairs (m1, m2)

Create list Llist of
(L

2

)
non-repetitive pairs (l1, l2)

A(k, n)← 0(M
2 )(L

2)×M

for i = 1, 2, . . .,
(M

2

)
do

(m1, m2)← Mlist(i)
for j = 1, 2, . . .,

(L
2

)
do

(l1, l2)← Llist( j)
A[(i−1)(L

2)+ j,m1](k, n)← X (k, n− l1 + 1)Dm2 (k, n− l2 + 1)− X (k, n− l2 + 1)Dm2 (k, n− l1 + 1)

A[(i−1)(L
2)+ j,m2](k, n)← X (k, n− l2 + 1)Dm1 (k, n− l1 + 1)− X (k, n− l1 + 1)Dm1 (k, n− l2 + 1)

b[(i−1)(L
2)+ j](k, n)← Dm1 (k, n− l1 + 1)Dm2 (k, n− l2 + 1)− Dm1 (k, n− l2 + 1)Dm2 (k, n− l1 + 1)

end for
end for
[G̃1(k, n), G̃2(k, n), . . ., G̃M (k, n)]T ← A†(k, n)b(k, n)

are equal

Dm1 (k,n−l1+1)−Gm1 (k)X (k,n−l1+1)
Dm2 (k,n−l1+1)−Gm2 (k)X (k,n−l1+1) =

Dm1 (k,n−l2+1)−Gm1 (k)X (k,n−l2+1)
Dm2 (k,n−l2+1)−Gm2 (k)X (k,n−l2+1)

(37)

Multiplying (37) with the common denominator and simpli-
fying both sides of the equation, the quadratic components of
Gm1 (k)Gm2 (k) are reduced. This yields a linear equation with
respect to Gm1 (k) and Gm2 (k):

Gm1 (k)
[
X (k, n− l1 + 1) Dm2 (k, n− l2 + 1)

− X (k, n− l2 + 1) Dm2 (k, n− l1 + 1)
]

+ Gm2 (k)
[
X (k, n− l2 + 1) Dm1 (k, n− l1 + 1)

− X (k, n− l1 + 1) Dm1 (k, n− l2 + 1)
]

= Dm1 (k, n− l1 + 1) Dm2 (k, n− l2 + 1)

− Dm1 (k, n− l2 + 1) Dm2 (k, n− l1 + 1) (38)

Overall, for any pick of 1 ≤ m1, m2 ≤ M and 1 ≤ l1, l2 ≤
L, we get an equation as in (38). This set of equations can be
used to find Gm(k) for any 1 ≤ m ≤ M, since X (k, n− l + 1)
and Dm(k, n− l + 1) are given. Some of these equations are
trivial. For any case where l1 = l2 or m1 = m2, the equation is
reduced to a degenerate one. Also, notice that when substitut-
ing l1 by l2 and vice versa, or m1 by m2 and vice versa, we get
essentially the same equation. Thus, the informative equations
are the ones taking (38) for any l1 �= l2 and m1 �= m2, where
the pairs (l1, l2) and (m1, m2) are not reiterated.

Since every equation corresponds to a different pick of
(m1, m2) and (l1, l2), we arrive at

(M
2

)(L
2

)
linearly independent

equations. The solution to this system can be found only if the
number of variables is lower than the number of equations,

i.e.,

M ≤
(

M

2

)(
L

2

)
, (39)

which when simplified, can be written as:

L (L − 1) (M − 1) ≥ 4. (40)

It is clear from (40) that only a small L and M are needed,
i.e., L ≥ 3 or M ≥ 3, for us to solve the system. In general,
there may be more equations than variables, meaning not all
equations are needed. However, due to noise and loudspeaker
non-linearity, more equations may help us find a better esti-
mate for Gm(k).

Now, we express this system in matrix form and solve it,
as described in Algorithm 1. The matrix A(k, n) and vector
b(k, n) are constructed so that they define our system. No-
tice that in the general case, where there are more equations
than variables, the system is unsolvable due to conflicting
equations. Nevertheless, these conflicts stem from the appear-
ance of noise and loudspeaker non-linearity, which introduce
relatively small perturbations. Thus, we can find the least-
squares estimator for the system to mitigate the effect of these
perturbations. The least-squares estimator can be found by
A†(k, n)b(k, n), where the superscript † marks the pseudo-
inverse operator and

A†(k, n)
�= [

AH (k, n)A(k, n)
]−1

AH (k, n). (41)

Once we have found all G̃m(k, n) the steering vector to-
wards the loudspeaker can be found by utilizing (8)

g̃(k, n) =
[

1,
G̃2(k)

G̃1(k)
, . . .,

G̃M (k)

G̃1(k)

]T

(42)
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and the steering vector toward the talker can be found by
substituting (9) and (36)

q̃(k, n) =
[

1,
D2(k,n)−G̃2(k,n)X (k,n)
D1(k,n)−G̃1(k,n)X (k,n)

, . . .

,
DM (k,n)−G̃M (k,n)X (k,n)
D1(k,n)−G̃1(k,n)X (k,n)

]T

.

(43)

The larger M and L are, the more information is used when
estimating the steering vectors. Specifically, as L grows, the
system obtains more equations while the number of variables
remains, producing more accurate results. In this case, how-
ever, the acoustic paths are assumed to be static for long
periods, which may be problematic in real scenarios. The
larger M is the more equations and variables in the system, so
while spatial sampling is increased by adding microphones,
the steering vector estimation task is more challenging.

Analyzing the computational complexity of Algorithm 1,
there are 2 nonzero elements in a row of A(k, n) that require
2 multiplications each, and all elements of b(k, n) require 2
multiplications as well. Therefore, the construction of A(k, n)
and b(k, n) is of complexity

O
{(

M

2

)(
L

2

)}
= O {

M2L2} . (44)

Then, we must find A†(k, n). From (41), this contains a ma-
trix multiplication, an inverse operation, and another matrix
multiplication with overall complexity

O
{

M

[(
M

2

)(
L

2

)]2

+M3 +M2
(

M

2

)(
L

2

)}

= O
{

M5L4
}

(45)

Finally, solving the system requires

O
{

M

(
M

2

)(
L

2

)}
= O

{
M3L2

}
(46)

multiplications. Thus, the overall complexity of Algorithm 1
is O{M5L4}. Due to this, M and L must be carefully selected.
While performance should be maximized, utilizing large val-
ues of M and L may affect runtime. In Section V, we show that
relatively small values are sufficient for high performance.
Also, notice that A(k, n) is a sparse matrix, thereby reducing
runtime and hardware resources.

Note that no double-talk detector is used throughout the
proposed scheme in Fig. 2. Our proposed algorithm cancels
acoustic echo regardless of the scenario, be it double-talk or
single-talk of any of the speakers. This is because the RTFs
can be estimated during double-talk, as opposed to RTF esti-
mation methods [14], [40], [41], [42], [43], [44] that assume
the existence of only the corresponding source. Specifically,
cross-relation system identification methods [43], [44] also
exploit the relations between sensor pairs but assume that only
one source exists. Furthermore, in a dynamic environment
where the talker or loudspeaker moves or a different talker

FIGURE 3. Simulated room. The speakerphone, consisting of a microphone
array in a UCA geometry and a loudspeaker, can be at A or B. The active
talker can be at C or D.

speaks in the near-end room, our algorithm adjusts to the new
paths after L time frames. During this time, double-talk may
also take place.

V. SIMULATIONS
In this section, we evaluate the proposed beamformer. The
ERLE (18), DI (20), and PESQ measurements are studied.
Also, the signals received by the microphones and the beam-
former output are presented to give better visual perception.

We evaluate the proposed method in a simulated room of
dimensions 6 m × 6 m × 4.5 m. To simulate a realistic low
SER, we use a speakerphone consisting of a microphone array
structured in a uniform circular array (UCA) geometry of
radius 7.5 cm and a loudspeaker at the center of the array.
Significant acoustic coupling takes place in this configuration.
This array geometry was chosen due to its ability to pro-
duce high-directivity spatial filters toward any location [45].
Overall, four location configurations depicted by Fig. 3 are
considered in our experiment, where each configuration de-
fines a time segment of length 10 s. The speakerphone may
be located at A - the room center on the floor in coordinates
[3, 3, 0.1], or at B - the room center installed on a surface in
coordinates [3, 3, 0.5]. The active talker may be located at C -
0.5 m to the right of B, or at D - 0.5 m to the left of B. This
can fit a scenario where two distinct speakers converse, and
the loudspeaker is moved between the floor and the surface.
To understand how both loudspeaker and near-end talker lo-
cations affect performance, the following four configurations
are simulated in this working order:

1) Speakerphone at A, talker at C.
2) Speakerphone at A, talker at D.
3) Speakerphone at B, talker at C.
4) Speakerphone at B, talker at D.
The speech signals x(t ) and s(t ) were taken from the TIMIT

database [46] and xNL(t ) was generated with the model by
Thompson [47], [48]. The signals ym(t ) and um(t ) were found
by convolving xNL(t ) and s(t ) with the room impulse re-
sponses (RIRs) corresponding to the loudspeaker and talker
locations, respectively, and the m-th microphone location. The
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FIGURE 4. Received signals by the first microphone and the beamformer
output as a function of time. (a) the total received signal in the reference
microphone d1(t ), (b) the echo component signal in the reference
microphone y1(t ), (c) the desired component signal in the reference
microphone u1(t ), and (d) the beamformer output signal û(t ). The cyan
lines mark the different time segments. M = L = 4. Note the difference in
scale between (a), (b) and (c), (d).

RIRs were found with the RIR generator by Habets [49].
Speech is sampled at 16 kHz. Unless stated otherwise, white
Gaussian noise is added subsequently to all microphones with
SNR= 30 dB, and a reverberation time of T60 = 0.3 s is simu-
lated. The SERs measured in the reference microphone during
the four configurations are−17.89 dB,−18.7 dB,−15.27 dB,
and −16.89 dB, respectively. For the STFT, a Kaiser window
with β = 5 is used with a length of 512 samples (32 ms) and
75% overlap.

The rest of this section is organized as follows. First,
we demonstrate our echo-canceling ability visually with the
observed and resulting signals. Then, we investigate how envi-
ronmental reverberation and noise impact performance. Later,
we evaluate how the algorithm parameters M and L impact
performance. Finally, we compare the proposed beamformer
with the NLMS-based methods in [33], [34] that utilize mul-
tiple frames.

A. ECHO CANCELLATION
Fig. 4 shows the received signals by the reference microphone
and the beamformer output as a function of time. Notice the
scale difference in Fig. 4 between (a), (b) and (c), (d). It is
evident the echo component is the main contributor to the
received signal due to the small distance between the loud-
speaker and the microphone, as is typical in speakerphones.
Also, one can see how the near-end component is preserved
despite the significant echo component.

B. PERFORMANCE AS FUNCTION OF NOISE AND
REVERBERATION
Let us start by studying how environmental noise impacts
performance. It has been shown that design immunity to
white noise increases robustness to microphone mismatch er-
rors [50]. Therefore, analyzing noise robustness can also be
viewed from the perspective of microphone mismatch robust-
ness. The ERLE and DI as a function of time are presented in
Fig. 5 for various SNRs. It appears there is some improvement

FIGURE 5. ERLE and DI as a function of time for various SNRs. The black,
blue-dotted, and green lines mark SNR = 10 dB, 20 dB, and 30 dB,
respectively. The cyan lines mark the different time segments. M = L = 4.

FIGURE 6. PESQ over the entire simulation for various SNRs. The blue and
red bars mark the PESQ before and after filtering, respectively. M = L = 4.

in both ERLE and DI when comparing SNR = 20 dB to
SNR = 10 dB, and that the performance of SNR = 30 dB
and SNR = 20 dB is comparable. The PESQ for various
SNRs over the entire simulation is in Fig. 6. The PESQ before
filtering (using u1(r) and d1(t )) is also presented for reference.
Notice that since the SNR varies, the PESQ achieved before
filtering varies as well. In contrast to the ERLE and DI, a clear
improvement in the PESQ can be observed comparing SNR
= 30 dB and SNR = 20 dB. This is because PESQ also takes
into account the residual noise at the filter output, which is
diminished as SNR increases.

Now, we continue by analyzing how reverberation impacts
performance. The ERLE and DI as a function of time are
presented in Fig. 7 for various values of T60. A steady decline
in both ERLE and DI can be observed as reverberation time
increases. The PESQ for various values of T60 over the entire
simulation is in Fig. 8. Overall, as more reverberations occur,
performance is degraded. This can be attributed to the longer
impulse responses in the room. In this case, the approxi-
mations in (6) and (7) are less accurate, thereby degrading
performance.

C. PERFORMANCE AS A FUNCTION OF MICROPHONES
AND FRAMES
The ERLE and DI as a function of time are presented in
Fig. 9 for various M. As M grows, a slight improvement can
be seen in the ERLE, which is most significant when M grows
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FIGURE 7. ERLE and DI as a function of time for various values of T60. The
black, blue-dotted, and green lines mark T60 = 0.3 s, 0.4 s, and 0.5 s,
respectively. The cyan lines mark the different time segments. M = L = 4.

FIGURE 8. PESQ over the entire simulation for various values of T60. The
blue and red bars mark the PESQ before and after filtering, respectively.
M = L = 4.

from 2 to 3. The DI barely changes, except from M = 2 to
M = 3. The PESQ for various values of M over the entire
simulation is in Fig. 10. Here, all values of M are comparable.
The only slight change in performance as a function of M can
be attributed to the fact that increasing M has a dual impact on
steering vector estimation. On the one hand, more equations
are added to the system; on the other hand, more variables are
added. This is translated to a performance limit.

Now, we examine how L impacts performance. The ERLE
and DI as a function of time are presented in Fig. 11 for vari-
ous L. We can clearly state that L = 2 frames are insufficient
for the proposed approach. Utilizing just the two recent frames
does not give an accurate steering vector estimation. This may
be because insufficient equations are utilized in the system.
Only 6 equations are used to estimate 4 variables. Therefore
the appearance of noise and nonlinear echo significantly im-
pacts performance. Furthermore, since the impulse responses
are longer than the STFT window length, the TFs may vary
between frames; therefore, utilizing only 2 frames degrades
performance. Utilizing a large number of frames can help us
successfully portray the TFs. This can also be observed when
examining the PESQ for various L in Fig. 12. For L ≥ 3,
performance is only slightly improved as L increases.

To sum up, to achieve good echo cancellation with accept-
able distortion, both M and L should be larger than 3, although
a solution can be produced for lower values that guarantee
(39).

FIGURE 9. ERLE and DI as a function of time for various M. The black,
blue-dotted, green, and magenta-dotted lines mark M = 2, 3, 4, and 5,
respectively. The cyan lines mark the different time segments. L = 4.

FIGURE 10. PESQ over the entire simulation for various M. L = 4.

D. METHOD COMPARISON
We now compare the proposed method with [33] and [34]. In
both competing methods the NLMS filter was adapted during
a previous segment that is identical to our first segment, only
that the near-end talker is silent. The ERLE and DI as a func-
tion of time are presented for all methods in Fig. 13. Higher
ERLE and lower DI are obtained with the proposed method,
even more so after the speakerphone moves.

Notice that, neglecting reflections, the echo paths do not
change throughout the experiment. Therefore, one can expect
NLMS-based methods to work well even when the speaker-
phone moves during double-talk. However, this is not what
happens in practice. Both ERLE and DI worsen for the com-
peting methods once the speakerphone moves. This means
that varying reflections significantly impact the echo path,
degrading the accuracy produced by the NLMS algorithm.
The PESQ for all methods, before and after the change in
reflections, is in Fig. 14. The PESQ is degraded due to chang-
ing reflections as well in the competing methods. Indeed,
the adapted NLMS filter is irrelevant once the echo path has
changed. This explains the clear advantage of the proposed
method in the last two segments. Considering the first two
segments, the advantage may be explained by the ability of
our method to contain background noise and nonlinear echo
during double-talk, as the least-squares estimator in Algo-
rithm 1 is designed to reduce the impact of these on the
estimate.
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FIGURE 11. ERLE and DI as a function of time for various L. The black,
blue-dotted, green, and magenta-dotted lines mark L = 2, 3, 4, and 5,
respectively. The cyan lines mark the different time segments. M = 4.

FIGURE 12. PESQ over the entire simulation for various values of L. M = 4.

VI. CONCLUSION
An adaptive beamformer for AEC was developed, where the
adaptation process considers recent frames of the reference
loudspeaker signal and the received microphone signals. This
enabled the beamformer to adapt appropriately in a dynamic
environment during double-talk, with no double-talk detec-
tion. Furthermore, in theory, if there is no background noise
and no nonlinear distortion from the loudspeaker, our method
completely cancels the echo component while preserving
the desired component, as the steering vectors can be accu-
rately estimated from the recent frames. The steering vectors
were estimated using a least-squares estimator approach de-
signed to reduce the impact of those two factors specifically.
Finally, experiments in a simulated room were conducted.
Our experiments indicate that far-end component attenuation,
near-end component distortion, and PESQ, all achieve higher
performance when compared to NLMS-based methods. This
improvement is mainly attributed to our method’s ability to
adjust to a changing echo path during double-talk, as it re-
sponds even to secondary echo path variations that stem from
reflections. Future research may focus on more advanced
strategies for steering vector estimation utilizing multiple
frames. For example, incorporating a nonlinear loudspeaker
distortion model in the steering vector estimation process
may improve the steering vector estimates for beamformer
design.

FIGURE 13. ERLE and DI as a function of time for all methods. The black,
blue-dotted, and green lines mark the methods [33], [34], and the
proposed method, respectively. The cyan lines mark the different time
segments. M = L = 4.

FIGURE 14. PESQ before echo reflections change (0-20 s) and after echo
reflections change (20-40 s), for all competing methods. The blue, red,
yellow, and purple bars mark the PESQ before filtering, using [33],
using [34], and using the proposed method, respectively. M = L = 4.
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