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ABSTRACT

Dereverberation, a process to mitigate or eliminate the reverbera-
tion effect, plays an important role in hands-free speech commu-
nication and human-machine interfaces. Tremendous efforts have
been devoted to this problem and various methods have been devel-
oped over the last three decades. Those methods generally assume
that there is only a single speaker in the acoustic environment and,
consequently, they suffer from significant performance degradation
if multiple speakers participate in the conversation. How to deal
with reverberation in multiple-speaker scenarios is still a challenging
problem, which is studied in this work. We present a switching mul-
tichannel linear prediction filtering method, which designs multiple
linear filters with each tracking one speaker. When some speaker
is active, the corresponding filter and the weighted cross-correlation
matrix are updated while the other filters are kept unchanged. To
further improve the performance and reduce complexity, we apply
the Kronecker product to decompose every linear prediction filter
into a Kronecker product of two shorter filters: one is time-invariant
and the other is time-varying. The former is estimated with a batch
method (using only a few seconds of speech signal when the cor-
responding speaker starts to talk in the entire conversation) while a
recursive least-squares algorithm is derived for identifying the time-
varying set of Kronecker filters.

Index Terms— Dereverberation, weighted-prediction-error, lin-
ear prediction, Kronecker product, switching filter.

1. INTRODUCTION

In voice communication and human-machine speech interfaces, a
speech signal of interest picked up by microphones is inevitably con-
taminated by reverberation, which impairs the speech quality, intel-
ligibility, and/or recognition performance [1-3]. As a result, dere-
verberation, a process to mitigate or even eliminate the reverbera-
tion effect, is needed in many applications [4—7]. This problem has
been widely studied and several approaches have been investigated
over the past decades [8—12]. Among those, the variance normal-
ized delayed linear prediction method, also known as the weighted-
prediction-error (WPE) based method [13-15], has demonstrated
promising performance [16, 17]. This technique first estimates the
reverberation effect due to the late reflections with a linear prediction
filter and then subtracts the estimate from the observation [18-20].

This work was supported in part by the Alexander von Humboldt Foun-
dation, in part by the National Key Research and Development Program of
China under Grant No. 2018AAA0102200 and in part by the Key Program
of National Science Foundation of China (NSFC) under Grant No. 61831019
and 62192713.

In real-time applications, the linear prediction filter has to be updated
in an adaptive manner, generally with the recursive least-squares
(RLS) algorithm. The resulting method is called the adaptive WPE
(AWPE) [21]. But the complexity of AWPE is rather high, mak-
ing it challenging to implement in practical systems. To reduce the
complexity, a Kronecker product AWPE (KAWPE) method was de-
veloped, which expresses the filter as a Kronecker product of two
sets of shorter filters. This method is computationally much more
efficient than AWPE since the filters that need to be identified are
much shorter. Based on this framework, a partially time-varying
Kronecker product AWPE is proposed, where the filter is expressed
as a Kronecker product of one set of time-invariant filters and one
set of time-varying filters. The complexity is further reduced since
only the time-varying filters are updated on the fly. While it is
very useful in dealing with reverberation, these methods generally
suffer from significant performance degradation in situations where
multiple speakers are participating in the conversation, which often
happens in conferencing environments. One straightforward way of
dealing with this problem is to detect the change in speaker position
and re-initialize the filter and the corresponding statistics whenever
a change in speaker position is detected [21]. Unfortunately, it takes
some time for the algorithm to converge whenever a re-initialization
happens, leading to inconsistent dereverberation performance and
even disturbing artifacts. Consequently, how to deal with reverbera-
tion in multiple-speaker scenarios is still a challenging problem.

This work presents a switching multichannel linear prediction
filtering method, which designs multiple linear filters: each track-
ing one speaker. When a certain speaker is active, the correspond-
ing filter and weighted cross-correlation matrix are updated while
the other filters are kept unchanged. To further improve the per-
formance and reduce complexity, we adopt the Kronecker product
filtering framework developed in [23,24] and decompose every lin-
ear prediction filter as a Kronecker product of two shorter filters: one
is time-invariant, and the other is time-varying. The time-invariant
filters are estimated with a batch method using the first few seconds
of speech signals from the respective speakers. For the time-varying
filters, we follow the variance normalized delayed linear prediction
method [14] to define the cost function and identify the optimal fil-
ters with RLS [25]. So, the proposed method only updates a set
of shorter filters instead of updating long prediction filters as in the
conventional AWPE method, leading to faster convergence. Further-
more, the proposed method is computationally more efficient than
AWPE.

2. SIGNAL MODEL AND PROBLEM FORMULATION

We consider the signal model in which an array of M sensors is
used to capture speech signals in some sound field where there are
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Q speakers. We assume that there is only one active speaker ev-
ery time. In the short-time-Fourier-transform (STFT) domain, the
received signal at the mth (m = 1,2,..., M) microphone is ex-
pressed as

Ym (n,w) = X’m (n,w) + Vm (nvw) ’ (1)

where n is the time-frame index, w denotes the angular frequency,
and X, (n,w) and V;,, (n,w) are the convolved speech and additive
noise at the mth microphone, respectively. The convolved speech
signals are coherent across the sensors. All signals are zero mean
and broadband. For simplicity, we will omit w in the remainder of
this paper unless otherwise specified.

Multichannel linear prediction dereverberation estimates the late

reflection components from the past L time frames and subtracts the
estimate from the observation, thereby estimating the source signal.
In real-time applications, the reverberation prediction filter is adap-
tively updated and the corresponding dereverberation process is ex-
pressed as [14]
S(n)=Y(n) —g" (n—1)§(n), 2
where Y (n) is the reference signal, which can be the observation at
any one of the microphones, g (n — 1) is a time-varying prediction
filter of length M L, which is obtained at the time frame n — 1, the
subscript 7 is the conjugate transpose operator, and

ym) =[y"(-D) y"(n-D-1)
T T
y (n—D—L+1)] 3)
is the stacked observation signal vector of length Ly; = M L, with
yin—=D-0)=Yi(n—D-=1) Ya(n—D —1)
- Yu (n—D-D]", 0))
l=0,1,..., L—1, being the observation signal vector of length M,
the superscript ~ denotes the transpose of a vector or a matrix, and
D is a delay parameter whose value depends on the system setup.
The problem of dereverberation is then to find the optimal filter,
g(n), so that the late reflection components are suppressed as much
as possible. One of the most widely used methods to estimate the fil-
ter is WPE, which obtains the dereverberation filter estimate through

maximizing the likelihood function of the speech and channel mod-
els [14]. The solution is as follows:

g(n) = ®;'(n)py(n), )

where

=1 Z)
L LY@ Y G

are the weighted correlation matrix and correlation vector, respec-
tively, a (0 < a < 1) is the forgetting factor, and A(i) = |5(i)|?
is the short time variance of the desired speech signal. By using the
RLS method, the inverse weighted cross-correlation matrix and the
prediction filters are recursively estimated, leading to the so-called
AWPE method [21].

While it has demonstrated great potential for dereverberation in
the single-speaker scenario, AWPE generally suffers from signifi-
cant performance degradation in situations where multiple speakers
participate in the conversation. One straightforward way of dealing
with this problem is through detecting the change in speaker position
and re-initializing the filter and corresponding statistics whenever a
change in speaker position is detected [21]. Unfortunately, it takes

time for the algorithm to converge whenever a re-initialization hap-
pens, leading to inconsistent dereverberation performance and even
disturbing artifacts.

3. SWITCHING KRONECKER PRODUCT ADAPTIVE
MULTICHANNEL LINEAR FILTERING

In this work, we study the speech dereverberation problem in
multiple-speaker scenarios. Let us assume that there is a total of
@ speakers participating in the conversation (but only one speaker
is active each time) and every speaker’s position is either static or
slowly varying. We consider designing @ linear filters to track the
speakers separately.

Denote by g9 (n), ¢ = 1,2,...,Q, the prediction filter cor-
responding to the gth speaker. When the gth speaker is active,
we implement the dereverberation process with the prediction fil-
ter g(q)(n) and update its corresponding variables. AWPE needs
to update a linear prediction filter of length L,/ in every frequency
band, which involves high computational complexity. In [24], we
proposed a Kronecker product filtering framework for speech dere-
verberation, where the linear prediction filter is formulated as the
Kronecker product of two sets of shorter filters, and only some of
the short filters are updated. This Kronecker product decomposition
combined with partial filter adaptation can reduce the computational
complexity without sacrificing dereverberation performance. In this
work, we extend the principle in [24] to the design of switching lin-
ear prediction filters for speech dereverberation in multiple-speaker
environments.

Let us write the linear prediction filter g'® (n) of length L/
as a partially time-varying Kronecker product of two sets of short
filters [24]:

(a)

g<q)(n) = Z g;‘,}g) @ gl,p(n) y 4= 1727"'7Qa
p=1 —— N——
time-invariant  time-varying
(6)
where ® is the Kronecker product, g;‘f;, p = 1,2,...,P are
the time-invariant filters of lengths Lo, gf; (n),p =1,2,...,P

are time-varying filters of lengths L1, with Ly; = LiLs. Since
the position of every speaker is assumed to be static (or slowly
varying), we can use the first few seconds of the speech signals
from the gth speaker (when the speaker begins to speak for the
first time) to compute the Kronecker filters gé?;(n) and g(l?;(n),
p = 1,2,..., P, respectively [24]. Then, the time-invariant filters

gé‘f;, p = 1,2,..., P are fixed, and we only need to update the
optimal filters gi?;, p=12,...,P.
The dereverberated signal can be written as

Q
S =Y -3 7 (8 - 1) 50m), @

where

| 1, if the gth speaker active
Ta= Y 0, else

indicates which speaker is active, g(Q)(n) is the linear prediction
filters of length Ljas corresponding to the g speaker, and ¢ =

1,2,...,Q.
For the Kronecker product, we have the following relation-
ships [26]:

gl @ gl?) (n) = [e8) @ 11, | i) (n)

=G (n), p=1,2,...,P, (8)
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where I, is the identity matrix of size L; x L; and

G =g ©1LL, ©
is a matrix of size L1 Lo X L;. Consequently, the linear prediction
filters can be written as

R
g9n) =G (n), ¢=1,2,....Q.  (10)

p=1

Substituting (10) into (7) gives the dereverberated signal, i.e.,

S =y -3 1> (800 1)” (6) 50

q=1 p=1
Q P H

=Y =D %Y (8 -1) ¥ ()
q=1 p=1
Q H

=Y =Y % (e -1) ¥ m), an
qg=1

where
(@) @\
yim = (68) v p=12....P (2

are vectors of length L1, and

g”0-1) = (gm-1)" (g%m-1)"

(gf}(n—l)ﬂ SR
v =] (vm) (Em)
(v () T} T

are vectors of length P L. Substituting (9) into (12), one can express

(q)

the vector y5

(n) as

yi () =Y(n) (82 (= 1) . p=12..., P, (5)

where
Yi(n)  Yi,41(n) Yir,-1)L,+1(n)
Ya2(n)  Yi,42(n) Y(L,-1)L142(n)
Y(n) = : . )
YLI (n) Y2L1 (n) YLz Ly (n)

is a matrix of size L1 X Ly folded from the vector §(n) defined in
(3).Yi(n),i=1,2,..., LaLy,is the ith element of the vector y(n).
Clearly, computing yé?; (n) with (15) can be more efficient than (12)
since it needs only L1 L2 complex-valued multiplications.

The problem of dereverberation then becomes one of identifying
the optimal filter g§q> (n). When the gth speaker is active, i.e., 74 =
1, we follow the WPE method [14] and the RLS algorithm developed
in [25] to define the cost function under the least-squares (LS) error
criterion as

—~ 2
where o (0 < « < 1) is the forgetting factor, and A (7) = ‘S(z) s
i =1,2,...,n, is an estimate of the short-time variance of the de-
sired speech signal [14].

The minimization of J [gi‘”(n)] with respect to gg‘” (n) leads
to the Wiener solution:

g (n) = (8 (m)) o (m), (17

where <I>(Xq2> (n) and p&z ) (n) are the weighted correlation vector and
weighted cross-correlation matrix that are estimated recursively as

v o) (v )"

qﬂ;; (n) = o@g (n—1)+ ) . (18)
(a) *
v’ (n) Y™ (n)
pL () = aplf) (n— 1) + = 19

Using the matrix inversion lemma, the inverse weighted cross-
correlation matrix corresponding to the gth speaker is estimated re-
cursively as

() = pnn)
R (0 m) (B m-n) o
where
ry? (n)

(#0= ) "y 0
= @n

-1

or(m)+ ()" (82 (n-1)) " y8 ()

is the gain vector corresponding to the gth speaker. Substituting (19)
and (20) into (17) gives the rule to update the filter g(lq) (n),ie.,

g (n) =g (n—1) + k5 (n) §*(n). 22)

The overall strategy is to update the filter ggq)(n) and its corre-
sponding inverse weighted cross-correlation matrix when the gth
speaker is active and freeze the other () — 1 filters and their corre-
sponding inverse weighted cross-correlation matrices until a speaker
change is detected. In the proposed partially time-varying switch-

ing KAWPE (PTV-SKAWPE) algorithm, the time-invariant filters

gé‘f;, p=1,2,...,P,qg=1,2,...,Q are computed using the first

few-second speech signal from the gth speaker with the KAWPE
method [24].

Table 1. Computational Complexity in Terms of Complex-Valued
Multiplications of the AWPE and PTV-SKAWPE Methods.

Method Complex-valued Multiplications
AWPE AI3L2 4+ 40,1 +3
PTV-SKAWPE | 4P?L? + PL1Lo +4PL1 +3

As summarized in Table 1, the AWPE method with an RLS
adaptive method has a computational complexity proportional to
O(L?*) = O(L3L3). In comparison, the proposed PTV-SKAWPE
method has a computational complexity proportional to O(P2L?)
(without considering the complexity for speaker position change de-
tection), so the computational complexity of the proposed method is
expected to be much lower if P < L.

4. EXPERIMENTS AND ANALYSIS

In this section, we study the performance of the proposed PTV-
SKAWPE method and compare it to AWPE. We consider a uni-
form linear array consisting of 4 omnidirectional microphones lo-
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Fig. 1. An illustration of the proposed PTV-SKAWPE method for
speech dereverberation with two speakers.
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Fig. 2. Performance of AWPE and PTV-SKAWPE: (a) CD, (b)
FWS-SNR, and (c) PESQ. The speaker position change happens ap-
proximately at the 10th, 20th, and 32th second.

cated in a room of size 6 m X 8 m X 4 m. For ease of expo-
sition, the 3-dimensional Cartesian coordinate system is used to
specify the position of a point in the room. The positions of the
four microphones are, respectively, at (x, 4.0, 1.5), where x =
2.9362,2.9787,3.0213, 3.0638. The acoustic channel impulse re-
sponses from the source to the microphones are generated using the
image model method [27], where the reverberation time, 750, is ap-
proximately 400 ms. The clean source speech signal used in the
experiment is recorded in a quiet office room with a sampling fre-
quency of 16 kHz. The microphone observation signals are gener-
ated by convolving the source signal with the corresponding impulse
responses. The dereverberation process is implemented in the STFT
domain, where the observation signals are divided into overlapping

Table 2. Average Performance of AWPE and PTV-SKAWPE.

CD | FWS-SNR (dB) | PESQ

observed 3.499 9.705 1.398
AWPE 2210 18.563 2472
PTV-SKAWPE | 1.543 23.129 3.123

frames with a frame size of 512 samples and an overlapping factor
of 75%. A Kaiser window is applied to every frame before trans-
forming it into the STFT domain. After processing, the dereverber-
ated signal is transformed to the time domain with the overlap-add
method. To evaluate the dereverberation performance, the signals are
separated into short segments of approximately 2-seconds duration
each. Then, the cepstral distance (CD), the frequency-weighted seg-
mental SNR (FWS-SNR), and the perceptual evaluation of speech
quality (PESQ) are evaluated for each segment [28]. Note that for
CD, a smaller value typically indicates better speech dereverberation
performance, while for FWS-SNR and PESQ, larger values corre-
spond to better performance.

We consider two speakers located at (5.0,4.0,1.5) and
(2.0,6.0,1.5), respectively. The overall length of the source sig-
nal is approximately 40 seconds, where the speaker position change
happens approximately at the 10th, 20th, and 32th second (when a
change happens, there is about 0.1-second silence between switch-
ing from one speaker to the other). In this simulation, we assume that
the change of speaker position is given as the a priori information
(note that for the developed method, the exact location of the target
speaker is not needed, so different techniques such as direction-of-
arrival estimation and speaker identification can be used to detect the
speaker position change in practice). For the implementation of the
PTV-SKAWPE algorithm, we design two linear prediction filters to
track the two speakers, where the parameters are set to: D = 5,
Ly =8, Ly =8, P=4,and a = 0.99. We use the first 5-second
speech signal from each speaker to compute the time-invariant filters

{ gg?; (n)} . The AWPE method is designed under the same con-
P

ditions with L = 16 and M = 4 (the overall lengths of the filters of
PTV-SKAWPE and AWPE are the same) and o = 0.99.

Figure 2 plots the CD, FWS-SNR, and PESQ obtained by the
AWPE and PTV-SKAWPE methods, all as a function of time. As
seen, at the initialization stage, all methods need some time to con-
verge. After convergence, when the speaker position changes, the
PTV-SKAWPE methods maintain a good performance while AWPE
fails. Table 2 presents the CD, FWS-SNR, and PESQ averaged over
time for these methods. As seen, the PTV-SKAWPE yields better
performance. Note that the computational complexity of SKAWPE
decreases with the value of P. So, it can reduce the computational
complexity and still achieve a good dereverberation performance if
the value of P is properly chosen.

5. CONCLUSIONS

This paper studied the problem of speech dereverberation in
multiple-speaker environments. A switching multichannel linear
prediction filtering method was developed, which involves multiple
linear filters with each tracking one speaker. The Kronecker product
is applied to decompose every linear prediction filter into two shorter
filters: one is time-invariant, capturing the static properties of the
reverberation, while the other is time-varying. The time-invariant
filters are estimated with a batch method using a short-segment of
speech signals from the respective speakers and an RLS algorithm
is derived for identifying the time-varying set of Kronecker filters
in an adaptive manner. Analysis and simulation results showed that
the developed PTV-SKAWPE method outperforms AWPE in terms
of both complexity and dereverberation performance.
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