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Abstract

In this thesis, we explore modulation classification within the spectrum sensing domain of cognitive radio systems. Spectrum sensing, a critical component of cognitive radio networks, requires the transceiver to adapt to its environment. This adaptation entails scanning and identifying optimal frequency channels and modulation schemes for communication. By integrating modulation classification into spectrum sensing, the radio can distinguish various users in proximity—whether from a different network or the same network—based on the modulation scheme of the signal. This integration also aids in adjusting the demodulation process if the signal is meant for the radio. With advancements in technology, cognitive radio has become a practical reality, enhancing the relevance of spectrum sensing research and highlighting the significance of modulation classification. This thesis aims to investigate this aspect using a feature-based machine learning algorithm, focusing on the signal’s high-order statistics.

Our method starts with calculating and analyzing high-order statistics for different modulation schemes, including both analog and digital formats. We concentrate on cumulant statistics, a robust alternative to statistical moments. These statistics are vital for designing our model for modulation classification and offer a significant advantage: they effectively differentiate between signal and noise with minimal computational requirements, allowing for efficient isolation of each modulation scheme.

Our study uses a well-established dataset of radio signal samples for training and testing our model. The methodology involves a detailed analysis of various hyperparameters in the machine learning model. Extensive testing and fine-tuning of these parameters with the training set are followed by comprehensive experimentation on the testing set. This approach confirms the model’s robustness and adaptability, showcasing improved performance across various signal-to-noise ratios (SNRs) and channel conditions, and achieving notable classification accuracy.

We compare our model and results with contemporary deep learning methods to demonstrate the superiority of our high-order statistic-based classifier. Through a comprehensive comparison, we highlight the advantages of our proposed method over existing approaches. Our experiments show that our model’s exceptional efficiency and high performance make it an excellent choice for deployment in cognitive radio network end units. The importance of our findings lies in providing a cost-effective, high-quality solution for modulation classification, a crucial function in spectrum sensing.
# Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM</td>
<td>Amplitude modulation</td>
</tr>
<tr>
<td>AMC</td>
<td>Automatic modulation Classification</td>
</tr>
<tr>
<td>ASK</td>
<td>Amplitude-shift keying</td>
</tr>
<tr>
<td>AWGN</td>
<td>Additive white Gaussian noise</td>
</tr>
<tr>
<td>CGF</td>
<td>Cumulant generating function</td>
</tr>
<tr>
<td>CR</td>
<td>Cognitive radio</td>
</tr>
<tr>
<td>DSB</td>
<td>Double-side band</td>
</tr>
<tr>
<td>FB</td>
<td>Feature based</td>
</tr>
<tr>
<td>FM</td>
<td>Frequency modulation</td>
</tr>
<tr>
<td>GMSK</td>
<td>Gaussian minimum-shift keying</td>
</tr>
<tr>
<td>HOC</td>
<td>High order cumulants</td>
</tr>
<tr>
<td>HOS</td>
<td>High order statistical moments</td>
</tr>
<tr>
<td>LSTM</td>
<td>Long short-term memory</td>
</tr>
<tr>
<td>MGF</td>
<td>Moment generating function</td>
</tr>
<tr>
<td>OOK</td>
<td>On-off keying</td>
</tr>
<tr>
<td>PSK</td>
<td>Phase-shift keying</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature amplitude modulation</td>
</tr>
<tr>
<td>SDR</td>
<td>Software defined radio</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
<tr>
<td>SSB</td>
<td>Single-side band</td>
</tr>
</tbody>
</table>
Notations

\[ C_t(x) : \text{cumulant-generating function of random variable } x \]
\[ c_n(x) : \text{The } n\text{'th order cumulant of random variable } x \]
\[ c_{i,j} : \text{The } i,j \text{ mixed cumulant of a random variable} \]
\[ G(A) : \text{The Gini impurity of random variable } A \]
\[ M_n(\Pi x_i^{n_i}) : \text{The } n\text{'th mixed moment of jointly distributed random variables } x_i \]
\[ m_k : \text{The } k\text{'th moment of a random variable} \]
\[ m_{i,j} : \text{The } i,j \text{ mixed moment of a random variable} \]
\[ m_n(x) : \text{The } n\text{'th moment of a random variable} \]
\[ P_d : \text{Total number of nodes in a tree of depth } d \]
\[ x_d[n] : \text{The discrete derivative of sampled signal } x \]
Chapter 1

Introduction

1.1 Background and Motivation

The evolution of smart transmitters, adaptive receivers, and the concept of intelligent communication networks have significantly altered the landscape of radio communication in recent years. These technological advancements have streamlined our use of wireless channels, particularly emphasizing the importance of intelligent radio systems. Within this area, Automatic Modulation Classification (AMC) has emerged as a key task, proving to be important in a variety of both civilian, emergency and military applications. For long-established radio networks, the need for rapid adaptability and efficiency in handling diverse communication tasks has never been more critical. In addressing these requirements, Software Defined Radio (SDR) stands out as a prominent and effective solution.

SDR, a communication platform functioning through software programs rather than conventional hardware components, offers a transformative approach to radio functions. It allows for dynamic adjustments to different networks and specific operational demands. This approach, originating from Mitola’s conceptualization of "software radio" \[1\], shifts signal processing to the digital realm, thereby amplifying communication effectiveness in terms of rate, accuracy, and operational range.

A notable application of SDR technology is the idea of Cognitive Radio (CR), introduced by Mitola in 1999 \[2\]. Cognitive Radio represents an innovative step towards creating a radio unit capable of autonomously managing its communication network through advanced software algorithms. This technology addresses the pressing issue of spectral congestion in contemporary communication systems, a problem intensified by the ever-increasing number of users and the consequent scarcity of spectrum resources. Cognitive Radio emerges as a strategic solution, efficiently facilitating communication for unlicensed users such as military and emergency services by enabling the creation of shared, unlicensed communication networks.

The essence of Cognitive Radio is its spectrum sensing capability, a critical function for efficiently utilizing the radio frequency spectrum. Spectrum sensing involves
scanning for unused frequency bands, commonly termed as “empty holes,” to optimize the usage of available spectrum. This process is crucial as it enables CR systems to dynamically modify their modulation schemes and central frequencies in response to environmental conditions. A key component of this dynamic approach is automatic modulation classification (AMC), a method for identifying the modulation scheme of incoming signals. AMC plays a vital role in adapting CR systems to varied signal conditions, ensuring efficient and effective communication. This concept of AMC has been thoroughly explored in the literature [3–5], underscoring its significance in the field of Cognitive Radio networks. Effective spectrum sensing is crucial for adaptive networks, particularly in ensuring seamless communication during emergencies without causing disruption to local users.

AMC research exists in the literature since the 1980s [6, 7], while the concept itself raised popularity following the introduction of Cognitive Radio networks. Traditional AMC algorithms are generally split into likelihood-based algorithms [8]—noted for their accuracy but high computational cost—and Feature-based (FB) methods which are cost-efficient and simple. The recent years in AMC studies started to include deep learning methods for the task. [9–11].

The emergence of neural networks in the field of AMC has been remarkable, particularly in their application for feature extraction and classification tasks. Despite their high accuracy and efficacy, particularly at low signal-to-noise ratios (SNRs), neural networks can be quite resource-intensive, especially when implementing deep network models. This becomes a significant concern in scenarios requiring rapid deployment of radio networks that depend on efficient end units, such as in emergency services where quick adaptability to the spectral environment is crucial.

In a strong contrast to NN methods, feature-based methods present a less complex approach, employing features such as high-order statistical moments (HOS) or instantaneous frequency and phase parameters to analyze signals more efficiently. The FB methodology involves an initial step of feature extraction from the signal, followed by the training of a classification algorithm, which is optimal when considering minimized complexity and runtime.

This thesis places its focus on the FB approach for AMC, specifically leveraging high-order cumulants (HOCs) as the primary features. These cumulants, which are statistical metrics that can be seen as alternatives to more conventional measures such as mean and variance, are recognized in the AMC literature for their unique ability to differentiate the desired signal from additive noise [12, 13]. Our research extends beyond the usual emphasis on digital modulation classification [14, 15], by also encompassing analog modulation schemes. We engage in a detailed analysis of eleven different modulation schemes, aiming to discern the most effective classification features for each and to elucidate the statistical interconnections that exist between various modulation types. Through this exploration, we seek to contribute a deeper understanding of the complexities and nuances inherent in the field of modulation classification, thereby
enhancing the potential applications and effectiveness of cognitive radio systems in a variety of critical contexts.

1.2 Main Contributions

This research addresses the challenges and limitations highlighted in the previous section, making several notable contributions to the field of modulation classification within cognitive radio networks. The key contributions of our study include:

- We have provided a novel feature extraction methodology that approximates the cumulants of a received signal without computing the Cumulant Generating Function (CGF). This innovative approach leverages the inherent benefits of cumulants and the mathematical relationship between statistical moments and high-order cumulants. It simplifies the extraction of each cumulant, enhancing efficiency and simplicity, which could transform signal analysis in cognitive radio systems.

- The research introduces a straightforward machine learning model, particularly a decision tree, for tasks usually handled by more complex and resource-heavy deep learning methods. This strategic move towards simpler and more efficient models is a significant shift. The performance of our decision tree model has been thoroughly evaluated and compared with various established methods from the literature. Our results demonstrate notable improvements in areas such as computational speed and memory usage, highlighting the potential of simpler models in intricate modulation classification tasks.

- This study key aspect is the comprehensive examination of the statistical behaviors of a wide array of analog and digital modulation schemes in the time domain. This exploration reveals striking similarities in statistical patterns among related modulation groups, while also distinguishing clear differences between them. These insights into the statistical characteristics of different modulation schemes open the door for more sophisticated and targeted classification strategies, thereby increasing the adaptability and efficiency of cognitive radio networks.

1.3 Research Overview

This research delves into the realm of feature-based modulation classification, utilizing high-order statistics for spectrum sensing within cognitive radio networks. The study encompasses a thorough examination of the statistical behavior of various modulation schemes, both analog and digital, and evaluates the efficiency of the feature-based classification method in comparison with other classification models documented in the literature.
This study contributes to the development of an innovative feature extraction method designed to approximate the cumulants of received signals, thereby eliminating the need for calculating the Cumulant Generating Function (CGF). This method ingeniously capitalizes on the inherent benefits of cumulants and exploits the mathematical relationships between statistical moments and high-order cumulants. Such an approach facilitates the extraction of individual cumulants with remarkable ease.

The research also marks a significant deviation from conventional practices by employing a straightforward yet effective machine learning model, namely the decision tree, for tasks typically managed using more complex and computationally intensive deep learning methods. The efficacy of this model is thoroughly evaluated through rigorous testing and comparative analysis against established methods from the literature. The results underscore improvements in key areas such as computational runtime and memory efficiency.

Furthermore, this study extends its analytical lens to the statistical behavior of various analog and digital modulation schemes within the time domain. Through this exploration, it uncovers striking similarities among groups of related modulations, while also highlighting the distinct characteristics that differentiate each group. These findings are not only instrumental in addressing the existing limitations and challenges within the domain of modulation classification but also in charting a course towards more efficient, practical, and nuanced solutions.

The overarching aim of this research is to contribute meaningful insights, innovative methodologies, and practical models that significantly enhance the performance and applicability of modulation classification in real-world scenarios, particularly in the ever-evolving field of Cognitive Radio networks. This endeavor seeks to provide a comprehensive and significant advancement in the understanding and application of modulation classification, poised to have a profound impact on the efficiency and adaptability of cognitive radio systems.

1.4 Organization

The structure of this thesis is methodically arranged to facilitate a clear and comprehensive understanding of the research conducted. The organization is as follows:

Chapter 2 lays the foundational groundwork for the study. It presents the problem formulation and delves into the related scientific background, setting the stage for the subsequent chapters.

Chapter 3 is dedicated to the core contributions of this thesis. It details the proposed Automatic Modulation Classification (AMC) method, emphasizing the use of high-order cumulants (HOCs) as classification features. Additionally, this chapter includes a comparative analysis of the proposed method against state-of-the-art deep learning models, highlighting the advancements and efficiencies achieved by our approach.

Chapter 4 serves as the culmination of the thesis. It provides a concise summary of
the main contributions and findings of the research. Furthermore, it offers a perspective on potential future research directions, suggesting avenues for further exploration and development in the field.
Chapter 2

Preliminaries

In this chapter, we establish the essential groundwork necessary for an in-depth understanding of the algorithms and methods utilized in our research. The chapter is systematically structured to introduce the key concepts and theoretical frameworks that are vital to our study. We begin with a comprehensive exploration of cumulants. These statistical measures are fundamental to our classification task, making it essential to grasp their mathematical properties and significance. The section on cumulants delves into their theory, explaining how they are computed and their particular relevance in the context of our research. Following the cumulants, the focus shifts to the various classification algorithms pivotal in our study. For each algorithm, we present a detailed theoretical background, accompanied by pseudo-code to demonstrate their operational processes. This section aims not only to familiarize the reader with these algorithms but also to provide insights into their relative effectiveness, as evidenced by our research findings. The chapter concludes with an exhaustive review of the digital and analog modulation schemes implemented in our study. We detail each modulation scheme, elucidating their operational principles and significance in relation to our research objectives. As the thesis progresses, the topics and concepts introduced in this chapter will become foundational knowledge for the reader. This approach allows subsequent chapters to build upon this base, facilitating a deeper and more targeted examination of our research findings and contributions.

2.1 Problem Formulation

Modulation classification within the spectrum sensing framework is a crucial task in cognitive radio networks. The overarching aim is to precisely identify the modulation scheme of incoming signals, optimizing electromagnetic spectrum usage. This objective becomes increasingly complex in environments characterized by noise and interference, conditions that are commonplace in real-world scenarios.

The typical model of a received signal in an Additive White Gaussian Noise (AWGN) channel is represented by the following equation:
In this model, \( r(t) \) denotes the received signal, \( s(t) \) symbolizes the transmitted signal modulated with an unidentified scheme, and \( n(t) \) signifies the noise, generally modeled as a Gaussian process with zero mean and a variance of \( \sigma^2 \).

The process of spectrum sensing in cognitive radio involves scrutinizing this received signal \( r(t) \) to not only detect the presence of primary users but also to classify the modulation type of the signal. This classification task entails extracting features from \( r(t) \) and applying statistical or machine learning algorithms to determine the modulation scheme.

A pivotal aspect of addressing this challenge involves the utilization of statistical measures for feature extraction. The high-order statistics of the received signal, particularly the cumulants, are essential in this context and will be discussed in further detail in Section 3.1.

The core challenge in modulation classification is the precise extraction and accurate interpretation of these features under diverse channel conditions and varying levels of noise. Environmental factors such as multipath propagation, signal fading, and the dynamic nature of the radio spectrum further complicate this task. These conditions necessitate a modulation classification algorithm that is not only accurate but also robust and adaptable to changing scenarios.

Thus, the ultimate goal of this research is to develop an algorithm that can reliably and efficiently classify the modulation scheme of the received signal in a cognitive radio setting. Such an algorithm would significantly contribute to the efficiency and reliability of spectrum sensing, a critical function in the dynamic and ever-evolving landscape of cognitive radio networks.

### 2.2 High Order Statistics

In the field of statistics, the moments of a random variable are quantitative measures related to the shape of its probability density graph and the behavior of the distribution. The \( n \)’th order moment of a random variable \( x \) is defined by:

\[
m_n(x) = \int x^n f(x) dx
\]

where \( f(x) \) is the probability density function of \( x \). If the \( n \)’th order moment integral diverges, the \( n \)’th order moment of the variable does not exist. If the \( n' \)th order moment of \( x \) exists, so do the \((n - 1)\)'th order moment, and all lower order moments as well. We define a central moment by \( m_n(x - \mu) \), which is the mean value of \( x \), and define the normalized moment as \( m_n(x/\sigma) \) where \( \sigma \) is the standard deviation.

Following the definition above, the first order moment is the mean value, and the second central moment is the variance. The normalized third central moment is the
skewness, which is related to the symmetry of the distribution. The normalized fourth
central moment is the kurtosis, which measures the heaviness of the tail of the distribu-
tion compared to a normal distribution of the same variance. The fifth and higher order
moments are related to other non-linear properties of the distribution, but they are not
as notable as the first four. The mixed moment of jointly distributed random variables
$x_1, x_2, \ldots$ of order $n$ will be defined by $M_n(\Pi x_i^{n_i})$ where $\Sigma n_i = n$. For example, the
second order mixed moment is the covariance.

The cumulants $k_n$ of a probability distribution are an alternative to the moments
of the distribution. Any two probability distributions whose moments are identical will
have identical cumulants as well, and vice versa. The first, second, and third cumulants
are the same as the central moments, but fourth and higher-order cumulants are not
equal to central moments. The cumulant of a random variable $x$ is defined using the
cumulant-generating function (CGF):

$$ C_t(x) = \log(E[e^{tx}]) \quad (2.3) $$

The cumulants $c_n$ are obtained from a power series expansion of the CGF:

$$ C_t(x) = \sum c_n \frac{t^n}{n!} \quad (2.4) $$

Since this expansion is a Maclaurin series, the $n$th order cumulant can be obtained
by differentiating the expansion $n$ times at $t = 0$. An important property of cumulants,
which is particularly useful in our analysis, is their additive nature. For two independent
random variables $X$ and $Y$, the cumulant of the sum $(X + Y)$ is simply the sum of
their individual cumulants. This additive property is formally expressed as:

$$ c_n(X + Y) = c_n(X) + c_n(Y) \quad (2.5) $$

This relationship stems from the logarithmic transformation applied to the mo-
mments in the cumulant-generating function. When considering the moments of a sum
of random variables, such as $X + Y$, the moment-generating function leads to a product
of individual moments. The logarithm of this product then translates into the sum of
the logarithms, thereby making the cumulants additive.

This additive property of cumulants is particularly beneficial when dealing with
Additive White Gaussian Noise (AWGN) channels. In AWGN channels, the noise is
modeled as a normal distribution, $\mathcal{N}(\mu, \sigma^2)$. The cumulant-generating function (CGF)
of a normal distribution [16,17], as proved by theorem 2.1 is given by:

$$ C_t(\mathcal{N}(\mu, \sigma^2)) = \mu t + \sigma^2 \frac{t^2}{2} \quad (2.6) $$

A notable characteristic of the normal distribution is that its CGF is a second-
order polynomial. Consequently, when differentiating this polynomial, the cumulants
of order three and above for the normal distribution are all zero. This property greatly
simplifies the analysis of signals in AWGN channels. In these contexts, the higher-order cumulants of the noise do not contribute to the overall cumulants of the received signal. As a result, in such environments, the cumulants of the received signal predominantly reflect the characteristics of the signal itself rather than the noise. This aspect provides a significant advantage for signal processing and classification tasks, particularly in noisy environments, as it allows for a more accurate isolation and analysis of the signal’s properties.

\[ c_n(X + Y) = c_n(X) + c_n(Y) \]  

**Theorem 2.1.** For the normal distribution with expected value \( \mu \) and variance \( \sigma^2 \), the CGF is:

\[ C_t(\mathcal{N}(\mu, \sigma^2)) = \mu t + \frac{\sigma^2 t^2}{2} \]

**proof:** Recall that the probability density function of a normally distributed random variable \( x \) with a mean of \( \mu \) and a variance of \( \sigma^2 \) is:

\[ \mathcal{N}(x; \mu, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} \]

Consider the case where \( \mu = 0 \), the moment generating function (MGF) by definition is:

\[ M_t(x) = E(e^{xt}) = \int e^{xt} \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} dx \]

Using the change-of-variable technique we define \( z = \frac{x-\mu}{\sigma} \), which implies \( x = z\sigma + \mu \) and \( dx/dz = \sigma \). So, we get:

\[ M_t(x) = e^{\mu t} \int e^{z\sigma t} \frac{1}{\sqrt{2\pi\sigma^2}} e^{\frac{(x-\mu)^2}{2\sigma^2}} dx = e^{\mu t} \int e^{z\sigma t} \frac{1}{\sqrt{2\pi}} e^{\frac{z^2}{2}} dz = e^{\mu t} e^{\frac{\sigma^2 t^2}{2}} \]

The conclusion is that the MGF corresponding to the normal probability density function \( \mathcal{N}(x; \mu, \sigma^2) \) is:

\[ M_t(x) = e^{\mu t + \frac{\sigma^2 t^2}{2}} \]

Hence, the matching CGF is:

\[ C_t(x) = \log(M_t(x)) = \mu t + \frac{\sigma^2 t^2}{2} \]

### 2.3 Waveform Modulation

Modulation is a fundamental process in communication systems, where the properties of a carrier signal are varied according to the information signal to facilitate efficient transmission over a medium. It is crucial in overcoming the limitations imposed by the physical medium and the constraints of the communication channel. Modulation allows for the optimization of bandwidth usage, improves signal-to-noise ratio, and enables
multiple signals to be transmitted simultaneously over the same channel, a process known as multiplexing. Different modulation techniques are developed to meet various requirements such as power efficiency, bandwidth efficiency, and resilience against noise and interference in the communication channel.

This section delves into several key modulation methods, detailing their operational principles and applications:

- **On-Off Keying (OOK):** The simplest form of amplitude-shift keying (ASK), OOK modulates the presence (1) or absence (0) of a carrier wave to represent binary data. Its simplicity makes it ideal for optical fiber communication where only two states are needed.

- **4-Amplitude Shift Keying (4ASK):** An extension of ASK, 4ASK uses four distinct amplitude levels (e.g., \(A_1, A_2, A_3, A_4\)) to encode two bits per symbol, enhancing data rate while maintaining simplicity.

- **Binary Phase Shift Keying (BPSK):** This technique modulates the phase of the carrier wave with two distinct phases (e.g., \(\phi_1, \phi_2 = 0, \pi\)). BPSK is robust against noise, making it suitable for satellite and radio frequency communications.

- **Quadrature Phase Shift Keying (QPSK):** QPSK uses four phase shifts (e.g., \(0, \frac{\pi}{2}, \pi, \frac{3\pi}{2}\)) to encode data. It is more bandwidth-efficient than BPSK and commonly used in wireless communication systems.

- **8-Phase Shift Keying (8PSK):** 8PSK builds on QPSK by employing eight phase shifts, enabling three bits per symbol encoding. It offers higher data rates but requires a higher signal-to-noise ratio.

- **16-Quadrature Amplitude Modulation (16QAM):** A combination of amplitude and phase modulation, 16QAM uses sixteen different amplitude-phase combinations for signal representation, making it highly bandwidth-efficient.

- **Amplitude Modulation - Single Sideband Suppressed Carrier (AM-SSB-SC):** In AM-SSB-SC, only one sideband is transmitted, and the carrier is suppressed. This technique is bandwidth-efficient and used in long-range radio communication.

- **Amplitude Modulation - Double Sideband Suppressed Carrier (AM-DSB-SC):** This method transmits both sidebands while suppressing the carrier, optimizing power usage and suitable for specific data transmission applications.

- **Frequency Modulation (FM):** FM modulates the frequency of the carrier signal according to the information signal. Represented as \(f(t) = f_c + \Delta f \sin(\omega_m t)\), FM is resistant to signal amplitude variations and is extensively used in high-fidelity radio broadcasting.
• **Gaussian Minimum Shift Keying (GMSK):** A bandwidth-efficient form of frequency modulation, GMSK applies a Gaussian filter to minimize phase shift variations and is a key technique in GSM networks.

• **Offset Quadrature Phase Shift Keying (OQPSK):** OQPSK, a variant of QPSK, offsets the phase shifts of the I and Q components by a quarter symbol period, reducing signal distortion and suitable for high-data-rate applications.
Chapter 3

Modulation Classification Based on Higher-Order Statistics

This chapter introduces a modulation classification methodology centered around the higher-order statistics of the received signal. The primary research focus in this chapter is the extraction of cumulants as key features for classification, coupled with an analysis of each modulation’s statistics derived from these cumulants. Typically, cumulants are computed using the cumulant generating function and its derivatives. However, due to the absence of an exact statistical model of the signal, we adopt an approximation approach for cumulant calculation, grounded in methodologies presented in various literature sources. Section 3.1 delves into a detailed explanation of the cumulant extraction process, establishing how these statistical measures serve as effective classification features. Following this, Section 3.2 outlines the classification methodology applied in our research, including the hyperparameters selected for optimization during the experimental phase. In Section 3.3, we discuss the setup for the simulations conducted based on the proposed algorithm, providing insight into the practical implementation aspects. The experimental outcomes, along with a comparative analysis of various systems and conditions, are presented in Section 3.4. Finally, the chapter concludes with a summary in Section 3.5, encapsulating the key findings and contributions of our research in this domain.

3.1 Cumulants Calculation

The computation of cumulants is central to our classification methodology. Cumulants offer a nuanced statistical perspective of the signal, which is critical in distinguishing modulation schemes. The conventional approach involves using the Cumulant Generating Function (CGF), as shown in equation 2.3. However, calculating the CGF necessitates an expected value integral over the signal’s unknown probability distribution, a task that can be quite challenging when dealing with signals of unknown modulation schemes.
To address this challenge, our study employs high-order statistics. MGF and the CGF uniquely define a distribution, implying that the total set of statistical moments correlates one-to-one with the total set of cumulants. Hence, by deriving moments from the sampled signal, we can infer the cumulants. In the case of discrete signals, the central moments can be conveniently obtained as follows:

\[ m_k(x) = \frac{1}{N} \sum_{n=1}^{N} x^k[n] \] (3.1)

Based on the discrete moments from equation 3.1, the cumulants are calculated using approximations derived from mixed moments, inspired by the works of [13, 18]. The following equations provide these approximations:

\[
\begin{align*}
    c_{2,0} &= m_{2,0} \\
    c_{2,1} &= m_{2,1} \\
    c_{4,0} &= m_{4,0} - 3m_{2,0}^2 \\
    c_{4,1} &= m_{4,1} - 3m_{2,1}m_{2,0} \\
    c_{4,2} &= m_{4,2} - |m_{2,0}|^2 - 2m_{2,1}^2 \\
    c_{6,0} &= m_{6,0} - 15m_{4,0}m_{2,0} + 30m_{2,0}^3 \\
    c_{6,3} &= m_{6,3} - 9c_{4,2}m_{2,1} - 6m_{2,1}^2 \\
    c_{8,0} &= m_{8,0} - 28m_{6,0}m_{2,0} - 35m_{4,2}^2 + 420m_{4,0}m_{2,0}^2 - 630m_{2,0}^4
\end{align*}
\] (3.2-3.9)

Here, \( m_{q,p} \) denotes the mixed moment of the signal, defined as \( E(x^q \ast \bar{x}^{p-q}) \). This formulation allows for a simple and efficient computation of High-Order Cumulants (HOC), which serve as the features for our classification algorithm.

Given the digital nature of our signals, the discrete approximation for the mixed moment of \( N \) samples from a signal is utilized:

\[ m_{q,p} = \frac{1}{N} \sum_{n=1}^{N} x^q[n] \ast \bar{x}^{p-q}[n]. \] (3.10)

In our classification method, we use the discrete approximation of cumulants as input features. Additionally, we include a matching set of cumulants \( C_{p,q}(x_d) \), derived from the derivative of the signal:

\[ x_d[n] = x[n+1] - x[n]. \] (3.11)

This comprehensive approach to cumulant calculation and application allows for robust modulation classification, effectively leveraging the statistical properties of the signal.
3.2 Classification Method

In this research, we employ the decision tree model for classification, owing to its simplicity and effectiveness. A decision tree is a model in supervised learning, resembling a flowchart, where each internal node signifies a decision test on a feature, branches represent the test’s outcome, and leaf nodes indicate class labels. This structure translates input features into classification rules.

The decision tree model used in this study, implemented via the Python scikit-learn library, is trained using Gini impurity, a measure of classification error probability. Given a random variable $A$ with $k$ labels $(a_1, a_2, ..., a_k)$, the Gini impurity $G(A)$ is defined as:

$$G(A) = 1 - \sum_{i=1}^{k} (P(a_i))^2.$$  \hfill (3.12)

The training of the decision tree involves the following steps, presented here as pseudo-code:

Algorithm: Training a Decision Tree
Input: Training Data, Tree Depth (d)
Output: Trained Decision Tree

1: function TRAIN_DECISION_TREE(Data, d)
2: \hspace{1em} if Tree Depth (d) is reached or Data is homogeneous:
3: \hspace{2em} return Leaf Node with Class Label
4: \hspace{1em} else
5: \hspace{2em} BestFeature, BestThreshold = FIND_BEST_SPLIT(Data)
6: \hspace{2em} LeftData, RightData = SPLIT_DATA(Data, BestFeature, BestThreshold)
7: \hspace{2em} LeftTree = TRAIN_DECISION_TREE(LeftData, d-1)
8: \hspace{2em} RightTree = TRAIN_DECISION_TREE(RightData, d-1)
9: \hspace{2em} return Node(BestFeature, BestThreshold, LeftTree, RightTree)
10: end if
11: end function

12: function FIND_BEST_SPLIT(Data)
13: \hspace{1em} BestGini = Inf
14: \hspace{1em} for each Feature in Data:
15: \hspace{2em} \hspace{1em} for each Threshold in Feature:
16: \hspace{3em} Gini = CALCULATE_GINI_IMPURITY(Feature, Threshold, Data)
17: \hspace{3em} if Gini < BestGini:
18: \hspace{4em} BestGini = Gini
19: \hspace{4em} BestFeature = Feature
20: \hspace{4em} BestThreshold = Threshold
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The algorithm starts by checking whether the maximum tree depth or a homoge-
neous data segment (all samples belonging to one class) is reached. If either condition
is met, a leaf node is returned. Otherwise, it identifies the best feature and threshold
to split the data by minimizing Gini impurity. The data is then split accordingly, and
the process repeats recursively for each subset until the specified tree depth is reached.

This decision tree model’s parameters, excluding the leaves, are the comparison
thresholds at each node. For a tree of depth $d$, the total number of parameters is given
by:

$$P_d = 2^{d+1} - 1,$$  \hspace{1cm} (3.13)

This number represents the count of operations needed for classification, as the tree
performs only comparisons without requiring additional calculations.

Enhancing this model, we incorporated more complex decision models at each node,
augmenting the decision tree’s ability to handle intricate classification scenarios, par-
ticularly relevant in signal modulation classification within cognitive radio networks.

In this research, our classification algorithm is specifically tailored for integration
with Software Defined Radio (SDR) systems in Cognitive Radio networks. The oper-
atational workflow begins with the signal acquisition by the SDR. The acquired signals
are then segmented into discrete packets. The standard packet length is set to 1024
samples, although this can be adjusted based on network requirements and design
specifications. These packets form the input data for our classification algorithm.

For each received packet, we employ the set of equations from 3.2 to 3.9 to extract
the feature vector, which comprises the cumulants. This feature extraction process is
designed for computational efficiency, requiring only a single pass through the packet
data. The process is aligned with the packet length as determined by the communica-
tion network’s configuration.

Once the features are extracted, they are passed to the classification phase, where
the decision tree model is applied. The output from this stage is the identification of
the modulation scheme used, from a set of 11 “Normal” modulations. The identified
modulation scheme is of significant importance in the Cognitive Radio context. It en-
ables dynamic functionalities such as adaptive frequency channel selection and network
usage detection, which are crucial for efficient and flexible operation within cognitive
radio environments.

The training of the system can be conducted proactively in a controlled environment
or dynamically during operational use. This flexibility allows for real-time adaptation
to the changing conditions of the network. Such adaptability is essential to ensure that
the system remains efficient and responsive to various operational scenarios, facilitating
seamless integration into dynamic spectrum environments typical of Cognitive Radio
networks.

3.3 Experimental Setup

3.3.1 Datasets

The dataset employed for this study is the comprehensive RadioML2018.01A dataset
[19]. This dataset is a significant compilation in the field, containing 2,555,904 frames.
Each frame in this dataset comprises 1024 IQ samples from a signal modulated using
various schemes. The dataset captures a broad spectrum of SNR values, ranging from
-20 dB to 30 dB, to mimic realistic communication scenarios.

The RadioML2018.01A dataset is notable for its diversity in modulation types and
the range of channel conditions it simulates. The dataset encompasses 24 different
modulation schemes, all generated using Software Defined Radio (SDR) under a variety
of channel specifications:

- Selective multipath Rician fading, simulating a common real-world propagation
  environment;
- Carrier frequency offset, representing the discrepancies between the transmitter
  and receiver frequency;
- Symbol rate offset, accounting for synchronization variances;
- Non-impulsive delay spread, indicative of multi-path effects;
- Doppler shift, simulating the impact of relative motion on the frequency of the
  signal;
- Additive White Gaussian Noise (AWGN), a fundamental component in channel
  modeling.

For our research, we focus on a subset of this dataset, referred to as the "Normal" set. This subset includes 11 modulation schemes: OOK, 4ASK, BPSK, QPSK,
8PSK, 16QAM, AM-SSB-SC (SSB), AM-DSB-SC (DSB), FM, GMSK, and OQPSK.
The selection of these 11 modulations is intentional, as they represent a wide spec-
trum of commonly used modulation techniques in practical communication systems,
ensuring both analog and digital methods.

The "Normal" set is particularly significant for our study as it serves as a bench-
mark for classification models in the literature. This subset provides a balanced mix
of modulation types, allowing for a comprehensive evaluation of our classification algo-
rithm’s performance. By focusing on these 11 modulations, we aim to develop and test
a model that is both robust and versatile, capable of accurately identifying a diverse range of signal types under various channel conditions.

In contrast, the "hard" set in the RadioML2018.01A dataset, which contains all 24 modulation schemes, presents a more challenging scenario. While it offers a broader range of modulations, the complexity and similarity among some of the additional schemes can introduce additional challenges in classification. By prioritizing the "Normal" set, our study aims to establish a strong foundational model, which could be further extended and refined for more complex scenarios in future work.

3.3.2 Algorithm Implementation

The complete algorithm for modulation classification was implemented using Python 3 on an Ubuntu-based platform. The initial step involves extracting relevant samples from the RadioML2018.01A dataset, as provided by O’Shea et al. [19]. These samples form the foundation for our analysis and classification tasks.

Following sample selection, the algorithm proceeds to the feature extraction phase. In this phase, we compute the cumulants and their derivatives for each signal in the dataset. The computed cumulants are assembled into feature vectors, which are essential for the subsequent classification process.

To facilitate training and testing, the dataset’s feature vectors are divided into two primary groups: a training set and a test set. Within the training set, we perform a further subdivision based on a predetermined Signal-to-Noise Ratio (SNR) threshold. This SNR threshold allows us to segregate the data into two distinct subsets - The first subset consists of signals with SNR values exceeding the established threshold. These signals are presumed to have higher quality and clarity, potentially making them easier to classify accurately. The second subset contains signals with SNR values falling below the specified threshold. These are typically more challenging due to increased noise levels, providing a rigorous test of the algorithm’s robustness.

This strategic division of the data based on SNR thresholds is instrumental for conducting experiments. It aids in determining the optimal SNR threshold that yields effective classification, enabling us to assess the algorithm’s performance under varying signal conditions. Such an approach ensures that our classification model is not only accurate but also adaptable to different SNR scenarios commonly encountered in practical communication systems.

3.4 Experimental results

The suggested classification method is initiated with a preliminary experiment aimed at determining the most effective features for the classification of each modulation scheme within the selected set of 11. This initial phase involves a small-scale simulation using a basic decision tree model, where each run (consisting of training and testing) utilizes
only one feature at a time, either from the cumulants or the derivative cumulants.

Table 3.1: Best two features for each modulation at SNR=10dB.

<table>
<thead>
<tr>
<th>Modulation</th>
<th>1st Feature</th>
<th>( P_d )</th>
<th>2nd Feature</th>
<th>( P_d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSB</td>
<td>( C_{4,1} )</td>
<td>100%</td>
<td>( C_{4,0} )</td>
<td>100%</td>
</tr>
<tr>
<td>DSB</td>
<td>( C_{4,1}^d )</td>
<td>74.69%</td>
<td>( C_{4,0}^d )</td>
<td>73.34%</td>
</tr>
<tr>
<td>BPSK</td>
<td>( C_{2,0} )</td>
<td>99.57%</td>
<td>( C_{4,0} )</td>
<td>92.73%</td>
</tr>
<tr>
<td>FM</td>
<td>( C_{4,1} )</td>
<td>99.63%</td>
<td>( C_{2,0} )</td>
<td>99.27%</td>
</tr>
<tr>
<td>GMSK</td>
<td>( C_{4,2} )</td>
<td>96.09%</td>
<td>( C_{8,0} )</td>
<td>81.23%</td>
</tr>
<tr>
<td>OOK</td>
<td>( C_{2,0} )</td>
<td>95.82%</td>
<td>( C_{2,1} )</td>
<td>93.61%</td>
</tr>
<tr>
<td>4ASK</td>
<td>( C_{2,1} )</td>
<td>95.84%</td>
<td>( C_{2,0} )</td>
<td>93.71%</td>
</tr>
<tr>
<td>QPSK</td>
<td>( C_{4,0}^d )</td>
<td>87.95%</td>
<td>( C_{8,0}^d )</td>
<td>86.69%</td>
</tr>
<tr>
<td>OQPSK</td>
<td>( C_{4,2} )</td>
<td>76.39%</td>
<td>( C_{4,0} )</td>
<td>60.53%</td>
</tr>
<tr>
<td>16QAM</td>
<td>( C_{6,0}^d )</td>
<td>100%</td>
<td>( C_{6,3}^d )</td>
<td>99.74%</td>
</tr>
<tr>
<td>8PSK</td>
<td>( C_{4,0}^d )</td>
<td>100%</td>
<td>( C_{4,2}^d )</td>
<td>99.87%</td>
</tr>
</tbody>
</table>

Table 3.1 presents the top two features for each modulation scheme, ranked according to their detection accuracy with the simple decision tree model. The results shown in the table are based on average outcomes achieved when classifying signals at a specific SNR of 10 dB. This SNR level is chosen as it is generally considered adequate for a receiver to effectively detect and demodulate signals with a high degree of accuracy.

Informed by the insights from these initial results, we then proceed to construct the definitive feature vector. This vector is carefully crafted, combining a selection of cumulants that have demonstrated optimal performance at the chosen 10 dB SNR threshold. The process of selecting these cumulants is crucial in forming an efficient and discriminative feature set, specifically tailored for signal classification within this SNR range. By integrating these selected cumulants into a single, comprehensive feature vector, our aim is to capture the most informative and distinguishing characteristics of the signals. This integrated approach is designed to enhance the accuracy of modulation classification, ensuring that our algorithm effectively identifies the modulation scheme at the specified SNR level. The combination of these cumulants into one feature vector represents a strategic decision to balance efficiency with the nuanced requirements of accurate signal classification.

The next phase of our simulation involves the critical process of selecting the training set for the model. Conventionally, training sets for machine learning models are randomly picked from the entire database. However, in our approach, we adopt a more targeted strategy by choosing to train our model with only a subset of the data. This subset comprises sampled signals with SNR values exceeding a specific threshold.

The rationale behind this decision stems from an understanding of the unique characteristics of different modulation schemes. It is recognized that each modulation
scheme has a minimum SNR requirement for effective demodulation. Consequently, incorporating signals with SNR values below this threshold into the training set could potentially impair the model’s learning process. In light of this, we divide the data into two distinct groups: one with high SNR signals and the other with low SNR signals.

To determine the appropriate SNR threshold for this separation, we conducted a second experiment. This experiment aimed to assess the impact of varying SNR thresholds on the classification accuracy of the model. The results of this experiment are depicted in Figure 3.1, which illustrates the classification performance when the model is trained using signals with SNR values above different thresholds. A zoomed-in view of the figure highlights the section where classification accuracy peaks. This detailed analysis allows us to identify the optimal SNR threshold for training, ensuring that the model is exposed to high-quality data that aligns with the practical requirements of effective modulation classification.

![Figure 3.1: $P_d$ based on train set SNR threshold.](a) Full view. (b) Zoomed in.

The process of selecting the optimal training set and configuring the decision tree involved several critical observations and decisions. We observed that using a training set encompassing all SNR values resulted in better accuracy at negative SNRs but showed a decline in performance at positive SNR levels. This trend aligns with expectations, as signals with higher SNR typically provide clearer information for classification. Additionally, it was found that setting the SNR threshold above 5 dB led to reduced accuracy for both high and low SNR test samples. After careful evaluation, we narrowed down our choice of threshold to a range between 1 dB and 5 dB. While the 1 dB threshold offered better accuracy at lower SNR levels, there was a noticeable improvement in detection accuracy from 4 dB and above when using the 5 dB threshold. This finding corroborates the hypothesis that different modulation schemes have specific minimum SNR requirements for effective demodulation. Furthermore, in our initial tests, the depth of the decision tree was not a primary factor. However, for
subsequent tests, we aimed to select a balanced tree depth. The goal was to ensure the tree is deep enough to encompass all the selected features without being overly deep, which could lead to overfitting and increased complexity. A well-balanced tree depth is crucial for achieving a model that is both accurate and generalizable, capable of handling diverse modulation schemes effectively.

These insights guided us in refining our approach, leading to a more targeted and effective classification model. By judiciously selecting the training set based on SNR values and optimizing the decision tree depth, we aimed to strike a balance between accuracy, generalizability, and computational efficiency.

Figure 3.2 illustrates the variation in detection probability with different decision tree depths. Our analysis begins with a tree depth of four layers, the minimum required to accommodate 11 labels, and extends up to nine layers. Beyond eight layers, no significant improvement in performance was observed. The optimal depth for practical application can be determined based on the specific memory and runtime constraints of the system. For our purposes, we selected a decision tree with a depth of eight layers and trained it using a dataset with SNR values higher than 5 dB.

Figure 3.3 the confusion matrix for SNR=10 dB, utilizing a decision tree with a depth of 8 and a positive threshold, showcases excellent classification results. This matrix highlights the algorithm’s effectiveness in accurately identifying modulation schemes using a cumulants based decision tree. The high accuracy observed across various modulation types at this SNR level indicates the robustness and reliability of the proposed method, affirming its suitability for practical applications in spectrum sensing and modulation classification tasks.
In order to benchmark our results, we aim to compare our method with various state-of-the-art deep learning models. The models chosen for this comparison include ResNet [20], DenseNet [21], LSTM [11], FLANs [9], and VGG [22]. In our research, we take the suggested NN models and adjust them to the modulation classification task, using the sampled signal as the input and the label as output. Figure 3.4 depicting classification accuracy across different models.
Figure 3.4: $P_d$ comparison for the suggested method.

The comparison reveals that deep neural networks have an edge in scenarios with negative SNR values, an area where our method shows limitations. Nonetheless, the relevance of classification at negative SNR is often negligible in the context of perfect demodulation, as previously discussed. Interestingly, when the data is split at a threshold of 6 dB SNR, our proposed method demonstrates superior detection accuracy over the popular neural network models, outperforming them by almost 8%. This outcome underscores the efficacy of our method in environments with SNR values conducive to accurate signal demodulation.

Table 3.2: Parameter size of different models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Total Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 Deep Tree</td>
<td>63</td>
</tr>
<tr>
<td>7 Deep Tree</td>
<td>127</td>
</tr>
<tr>
<td>8 Deep Tree</td>
<td>255</td>
</tr>
<tr>
<td>ResNet</td>
<td>214,922</td>
</tr>
<tr>
<td>LSTM</td>
<td>770,378</td>
</tr>
<tr>
<td>DenseNet</td>
<td>542,850</td>
</tr>
<tr>
<td>VGG</td>
<td>1,621,780</td>
</tr>
<tr>
<td>FLANs</td>
<td>954,747</td>
</tr>
</tbody>
</table>
The secondary comparison of our classification model with Neural Network (NN) models focuses on the parameters or memory requirements. Utilizing Equation (3.13), we calculate the total number of parameters required for decision trees of various depths. The results of these calculations are presented in Table 3.2, where we compared the parameter count of our model against that of the selected NN models. The chosen decision tree model, even with the inclusion of additional layers, maintains a parameter count in the range of a few hundred. This is in stark contrast to NN models, which typically have parameters numbering in the hundreds of thousands. This significant difference in parameter count underscores the memory efficiency of our model. Such sparse memory usage is particularly beneficial in scenarios where low complexity and quick runtime are essential. It is especially advantageous when considering the integration of multiple models to improve accuracy, a common requirement in real-world applications. The minimal memory requirements of our model compared to NN models make it highly suitable for deployment within SDR systems. NN architectures, with their extensive parameter count often reaching millions, can be impractical for many SDR implementations due to their heavy memory demands. On the other hand, our model’s operation within the range of hundreds to thousands of parameters makes it much more feasible for integration in SDR systems. This presents a significant advantage for our approach, making it particularly apt for real-world applications in contexts where memory and computational efficiency are critical, such as in SDR-based Cognitive Radio networks.
We conducted an in-depth examination of the confusion matrix resulting from our proposed method. Figure 3.5 illustrates the confusion matrices at 6 dB for decision
trees with depths of 7 and 8, trained on the dataset with an SNR threshold of 5 dB. A consistent pattern of mislabeling emerges from these matrices, and similar patterns are observed across other matrices we analyzed. This consistency allows us to categorize the modulation schemes into distinct subgroups based on their misclassification tendencies:

- Group 0: AM-SSB.
- Group 1: AM-DSB and BPSK.
- Group 2: 4ASK and OOK.
- Group 3: FM and GMSK.
- Group 4: 8PSK, 16QAM, QPSK, and OQPSK.

Group 0, with its exclusive composition of SSB modulation, demonstrates nearly instantaneous classification, even at relatively low SNR values. This group’s consistent and rapid detection is a hallmark of its unique and easily recognizable modulation characteristics. Groups 1, 2, and 3 represent combinations of modulations that are statistically similar, leading to frequent misclassifications, particularly at lower SNR levels. This similarity suggests that the signal models within these groups share comparable statistical behaviors, complicating their differentiation under challenging SNR conditions. Group 4, encompassing the remaining modulations, portrays a scenario of higher complexity. Here, multiple modulation schemes exhibit overlapping statistical features, making individual identification more challenging. The lack of distinct differentiation within this group signifies a higher level of complexity, where distinguishing characteristics are blurred due to similarities in statistical behavior.

This categorization into subgroups based on confusion matrix analysis provides valuable insights into the behavior and detectability of various modulation schemes. It highlights distinct characteristics observed across different SNR levels and establishes patterns of similarity and complexity among the modulation types.

### 3.5 Summary

This chapter presented a comprehensive simulation study to validate the effectiveness of a classic Feature-Based algorithm in Automatic Modulation Classification. Initially, we focused on assessing the impact of individual features on detection accuracy. This analysis led to the elimination of unnecessary or redundant features during the training phase of our model, streamlining the feature set for enhanced performance. The dataset was divided into high and low SNR groups, revealing that certain modulation schemes are detectable only above specific SNR thresholds. This insight allowed us to refine our model, concentrating on SNR levels that are most pertinent in practical communication scenarios. The final phase of our simulation involved fine-tuning
the decision tree’s hyperparameters. Our objective was to achieve the highest possible accuracy while maintaining optimal complexity and avoiding overfitting. When compared against three state-of-the-art neural network models, our method demonstrated superior detection accuracy at higher SNR levels, albeit struggling at lower SNR values where NN models were more effective. This variance underscores the importance of considering SNR thresholds in real-world modulation detection. A significant advantage of our FB classifier over NN models lies in its memory efficiency. While NN models required millions of parameters, our model operated with a few hundred parameters, translating to reduced memory usage and faster runtime, essential for practical deployment in Cognitive Radio systems.

Despite these promising results, our method has limitations, particularly in low SNR scenarios and for certain modulation schemes that exhibit similar carriers or statistical properties, leading to potential misclassification. These limitations notwithstanding, the outcomes of our research affirm the viability and advantages of employing a classic FB classifier for AMC in real-world Cognitive Radio networks. The effectiveness, efficiency, and practicality of our approach make it a valuable tool for modulation classification in diverse operational environments.
Chapter 4

Conclusion

4.1 Summary

Our research endeavored to develop a straightforward yet robust method for automatic modulation classification (AMC) within the realm of spectrum sensing in cognitive radio networks. Our proposed method demonstrated superior performance compared to several widely used neural network models. This advantage was notable not only in terms of classification accuracy but also in memory efficiency, a critical factor for practical applications in cognitive radio systems. The choice of the decision tree classifier was pivotal due to its simplicity and effectiveness. This facilitated the identification and utilization of High-Order Cumulants (HOC) as efficient statistical features tailored for each modulation scheme. This approach was instrumental in achieving the desired balance between accuracy and computational efficiency. Our study ventured beyond the conventional focus on digital modulations. We explored the classification of analog modulations using cumulants, an area that has not been extensively examined in previous research. This exploration provided new insights into the classification of both digital and analog modulation schemes. Through our research, we discovered subsets of modulations that exhibited similar statistical behaviors. This finding not only enhanced our understanding of modulation characteristics but also laid the groundwork for future advancements in classification methodologies. The approach we developed is particularly suitable for end units in Cognitive Radio (CR) networks. It achieves high accuracy while requiring minimal parameters, addressing the crucial needs for memory and speed efficiency in such networks. Looking ahead, our future work aims to leverage the identified modulation subgroups to develop an even more sophisticated classification method that further enhances accuracy. Additionally, we plan to broaden our approach to encompass a more extensive range of modulations, thereby making our classification framework more comprehensive and applicable across various modulation scenarios in cognitive radio environments.
4.2 Future Research

The research presented in this thesis introduces an efficient modulation classification method for spectrum sensing in cognitive radio networks, with a particular focus on high-order statistics as classification features. While our method shows improved performance in certain comparison parameters, there remain several areas ripe for future research:

- **Complex Channel Models**: Our research primarily addressed the classic modulation classification task within the AWGN (Additive White Gaussian Noise) channel model. Future studies should explore more complex channel models that more closely resemble real-world environments. As cognitive radio applications move towards real-time operation, adapting to these more realistic channel conditions becomes essential. Understanding how our method performs under various channel impairments will be crucial for its practical deployment.

- **Advanced Feature-Based Classification Methods**: While this study demonstrated the efficacy of cumulants as classification features using a basic decision tree classifier, there is potential for further enhancement. Future research could explore more sophisticated and novel feature-based classification methods that utilize cumulants. Investigating the integration of cumulants with advanced machine learning algorithms could lead to even more robust classification models.

- **Real-World Applicability**: Our work discusses the relevance of real-time applications where power consumption and memory allocation are critical yet limited resources. A complementary study focusing on the viability of our proposed method in actual end-unit deployments within cognitive radio networks would be beneficial. This investigation should assess the practicality of our method in terms of computational efficiency, power usage, and memory constraints, ensuring its suitability for real-world cognitive radio applications.

These potential research directions not only extend the scope of our current work but also align with the evolving needs and challenges in the field of cognitive radio networks. Addressing these areas could significantly contribute to the development of more adaptive, efficient, and practical spectrum sensing solutions.
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המחקר לכל מחקרים חלקיים, גלויים ונמעניים של המאמינים מותק זני נרחב של אינטגרציה ונהנות מחוות הדגמים, שהמחקרים כוללים מספרים שונים. לא רואים לחלק את המחתמים של כל הניסיון. לא רק, במציאת שדרות, ממקמה של דיבור וניסיון שפורמטרהgeber של כל הפתרונות⪞ש מודלי החיסון המועשים. בסיס של זה התוכן את המداول החופפים של הממסונים, ומאפשרות הסדר של החושיות של כל מספר של פונסים שונים שלם התוכן את המדלוגים החופפים של הממסונים, ובlescope כך שהמודל המועשים מתאימים לחושיות של כל מספר של פונסים שונים. السلط ברמה של השונות, בכרך הכל גרס את איסוף המודלים המועשים בבראמות הראשים של התוכן החיסון של פונסים שונים במודלים גרס את איסוף המודלים המועשים בבראמות הראשים של התוכן החיסון של פונסים שונים. באחגר השונות, כלל המודלים של אחרים חביבים, חבר האחים של המחזור החיפשתי, חבר האחים של המחזור חטיב. בחלקה האחורה של המחזור, חבר האחים של המחזור החיפשתי, חבר האחים של המחזור חטיב. בחלקה האחורה של המחזור, חבר האחים של המחזור החיפשתי, חבר האחים של המחזור חטיב. בחלקה האחורה של המחזור, חבר האחים של המחזור החיפשתי, חבר האחים של המחזור חטיב. בחלקה האחורה של המחזור, חבר האחים של המחזור החיפשתי, חבר האחים של המחזור חטיב. בחלקה האחורה של המחזור, חבר האחים של המחזור החיפשתי, חבר האחים של המחזור חטיב. בחלקה האחורה של המחזור, חבר האחים של המחזור החיפשתי, חבר האחים של המחזור חטיב. בחלקה האחורה של המחזור,חבר האחים של המחזור חטיב.
In this thesis, we focus on developing an effective method for classifying modems, which is a crucial task in radio spectrum usage. The spectrum is a shared resource that needs to be accurately measured and managed. To achieve this, we adopt a holistic approach, taking into account the modems' characteristics and their operational environments.

In the spectrum, various modems are present, each with unique features and behaviors. To distinguish between these modems and identify their active users, we employ a classification method for each band of the spectrum. This method helps in quickly adapting to dynamic spectrum conditions.

Technological advancements have opened up the possibility for modems to coexist on the same or different networks, thus requiring an accurate classification method. This method is based on a statistical approach that analyzes the captured signals.

Our approach begins with extracting features from the captured signals, utilizing a modified k-complement method. In the second step, we use statistical analysis to evaluate the correctness of our model against the results of our classification method.

The modems analyzed in this study include both digital and analog modems, which are commonly used in communication systems. It is essential to have a method that can accurately classify these modems with high precision.

The results of this work are promising, demonstrating the effectiveness of our classification method in identifying modems under various conditions. This method can significantly contribute to the management of radio spectrum resources.
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In conclusion, the research aimed to test and develop automatic modulation classification methods using machine learning, which can be used in various applications.
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