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Abstract—Solutions for frequency-invariant or constant-beamwidth beamforming with concentric circular arrays (CCAs) generally control only the azimuth-beamwidth. This work introduces a beamforming methodology, which instead of designing a fixed beamwidth across the spectrum, maximizes the directivity-factor under the constraint that the beamwidth is greater than or equal to a pre-defined target-beamwidth, in both the elevation and the azimuth. The principal idea lies in dynamically weighting the microphones of the CCA based on two factors - (i) their corresponding ring number or radius, and (ii) their alignment with the signal-path. The parameters controlling the weights are determined using a modified gradient-descent algorithm. Experimental results show the flexibility and advantage of the proposed methodology over state-of-the-art methods.
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I. INTRODUCTION

The objective of beamforming is to extract a signal-of-interest from the detected/sensed data, based on its direction-of-arrival (DOA) with respect to the sensor-array [1]–[13]. The DOA, given by the elevation angle, $\theta_d$, and the azimuth angle, $\phi_d$, introduces relative delays in the sensors, which are represented in the frequency-domain or phase-form by the steering-vector. A filter, called the beamformer, is utilized to retrieve the signal-of-interest corresponding to the steering-vector, amidst other interferences and sources of noise. In general, as the frequency increases, the 3-D beampattern, directed towards the DOA, becomes narrower (in both the elevation and the azimuth). This phenomenon is undesirable: if the beampattern is too narrow, then, any minor misestimation of the DOA may result in distortion or loss of information in the beamformer output. Of course, having too-wide a beamwidth (as in low frequencies) is also undesirable, as it could introduce interference(s) from other directions. Consider now that the signal-of-interest is produced by some complex natural process, as in the case of the speech signal. The speech signal has a multitude of information embedded across its entire spectrum, such as the message-content; the identity, emotion, health, etc. of the speaker; and even the acoustic conditions [14], [15]. As such, in the case of the speech signal, the variation in the beamformer characteristics with respect to frequency could be a stark impediment for the target application depending on the beamformer output. For such reasons, the domain of frequency-invariant or constant-beamwidth beamforming is an active area of research [16]–[24].

Frequency-invariant beamforming is principally focussed on replicating a desired beampattern in the azimuth plane for a limited pre-defined frequency range. A more refined goal is called constant-beamwidth beamforming, wherein a constant pre-defined azimuth-beamwidth is sought for the desired frequency range. In the case of a uniform linear array (ULA), which is a 1-D array, the steering-vector has a Vandermonde structure, which simplifies mathematical analysis, and hence has resulted in a multitude of analytical algorithms in such endeavors [25], [26]. However, a ULA cannot scan the entire azimuth plane - for two signals with the same $\theta_d$, the ULA cannot distinguish between them if they are arriving from two azimuth directions, $\pm \phi_d$, symmetric with respect to the end-fire direction. A circular array, which is a 2-D array, is devoid of such a limitation, and hence is utilized in many practical applications [19], [27]–[30]. By placing the sensors in multiple concentric circular rings, a more versatile design is achieved, known as the concentric circular array (CCA) [16], [17], [31], [32].

Obtaining an analytical solution to control the elevation-beamwidth in the case of a planar array is challenging. This may be the reason why known solutions of frequency-invariant or constant-beamwidth beamforming do not consider the elevation-beampattern in the case of CCAs. Consider now the fact that lower frequencies naturally have wider beamwidths. As we will later observe in this work, forcing a substantially lower desired beamwidth at low frequencies may result in an arguably impractical solution. Again, as we will explore in this work, the elevation and azimuth beamwidths share a complex inverse relationship. As such, forcing a strict beamwidth requirement on the azimuth plane might result in undesirable beampattern characteristics in the elevation plane. Therefore, in this work, we relax the beamwidth criteria and strive to obtain a beamwidth wider than a certain pre-defined desired beamwidth in both the planes (instead of a fixed beamwidth in either plane).

In most existing works on frequency-invariant or constant-beamwidth beamforming, the signal-of-interest is confined to the horizontal plane ($\theta_d = 90^\circ$), which simplifies the analysis. It
is expected that the solution derived would be applicable for any arbitrary \( \theta_0 \). However, as we will explore in this work, solutions derived under this condition may not generalize well to more practical scenarios where the signal-of-interest impinges on the CCA at an arbitrary oblique elevation angle (\( \theta_0 \approx 90^\circ \)). Again, in most works on frequency-invariant or constant-beamwidth beamforming, a central sensor is generally not included in the CCA [16]–[21], [33]. Similarly, constraints regarding the number of sensors in the different rings of the CCA exist in many solutions [16], [17], [20], [33]. Further, the effect on the directivity-factor (DF) and the white-noise-gain (WNG) is overlooked in many works, focussing solely on controlling the azimuth-beampattern.

At this juncture, we might clarify that this work is not devoted to studying the use-case of the central sensor, or the pros-and-cons of different ring designs or configurations, or related issues like the sidelobe levels [34]–[36]. This work is strictly devoted to deriving a practical frequency-invariant beamformer for any arbitrary CCA.

In our recent work, we derived an analytical solution to control the elevation-beamwidth of a CCA in the broadside scenario [33]. In this special scenario, the azimuth-beamwidth cannot be controlled and the number of sensors in each ring of the CCA must be regulated. Hence, the solution cannot be generalized. In this work, our goal is to obtain a solution for any arbitrary DOA and arbitrary CCA, which can control both the elevation and azimuth beamwidths, without neglecting the DF and WNG. For this purpose, we derive a numerical solution using a modified gradient-descent algorithm. We illustrate our solution for a CCA with a central microphone. To further ascertain that our proposed solution is applicable for any arbitrary CCA, we also implement it on a CCA which has fewer microphones than that required to avoid spatial aliasing.

The rest of this work is organized as follows: Sec. II presents the beamforming framework, CCA design, and performance metrics. Sec. III describes the proposed methodology. Sec. IV presents the results in comparison with other algorithms, and Sec. V summarizes this work.

II. SIGNAL MODEL, ARRAY DESIGN, AND PARAMETERS

We consider a CCA consisting of \( P \) concentric rings lying on a horizontal plane, as shown in Fig. 1. The horizontal plane represents the X-Y plane in a 3-D Cartesian co-ordinate system, with (0,0,0) being the center of the CCA, as shown in Fig. 2. Let \( r_0 \) denote the radius of the \( 0^{th} \) ring, and \( M_0 \) denote the number of microphones in it. Consider also a microphone at the center of the CCA, which may be considered as the \( 0^{th} \) ring of radius, \( r_0 = 0 \), and \( M_0 = 1 \). Let \( M = \sum_{p=0}^{P} M_p \) denote the total number of microphones in the array. Let \( \phi_{p,m} \) denote the angular position (measured with respect to the X-axis) of the \( m \)th sensor in the \( p \)th ring. A far-field speech signal-of-interest, which is non-stationary and broadband in nature, impinges on the CCA with the DOA, \((\theta_d, \phi_d)\), as shown in Fig. 2.

Apart from the signal-of-interest, various other interfering signals may impinge on the CCA from other directions. Also, the microphones are contaminated with their thermal noise.

The various signals are sensed/detected and sampled by the microphones at a sampling frequency of \( F_s = 1/T_s = 16 \text{ kHz} \). As such, during sampling, the signals are bandlimited to a frequency, \( F_{max} = F_s/2 \). Thus, the minimum wavelength of the signal-of-interest is given by, \( \lambda_{min} = c/F_{max} \), where \( c = 340 \text{ ms}^{-1} \) is the velocity of propagation of sound in air at room temperature. Henceforth, the data sensed at any given microphone of any given ring of the CCA may be represented as

\[
\begin{align*}
    y_{p,m}(t) &= x_{p,m}(t) + v_{p,m}(t), \\
    x_{p,m}(t) &= x(t - \tau_{p,m}), \\
    \tau_{p,m} &= -F_s \frac{r_p}{c} \sin \theta_d \cos(\phi_d - \phi_{p,m}).
\end{align*}
\]

In (1), \( t \) denotes the discrete-time index, and \( x(t) \) the signal-of-interest impinging on the center of the array. Hence, \( x_{p,m}(t) \) denotes the signal-of-interest sensed by the corresponding microphone with a certain time-delay, \( \tau_{p,m} \), depending on the DOA. \( v_{p,m}(t) \) denotes the total effect of interferences and noise.
on the microphone. The data received by the microphones is processed in frames that are represented in the frequency-domain. Thus, for a given microphone, we have

\[
Y_{p,m_p}(f) = X_{p,m_p}(f) + V_{p,m_p}(f),
\]

\[
X_{p,m_p}(f) = e^{j2\pi f \frac{r}{d}} \sin \theta_d \cos (\phi_d - \phi_{p,m_p}) X(f),
\]

\[
d_{p,m_p}(f, \theta_d, \phi_d) X(f),
\]

Hence, the data received across all the microphones of the CCA is given by

\[
y(f) = [y_0^T(f), y_1^T(f), \ldots, y_{P}^T(f)]^T,
\]

\[
x(f) = d(f, \theta_d, \phi_d) X(f),
\]

\[
d(f, \theta, \phi) = [\ldots, d_p^T(f, \theta, \phi), \ldots]^T,
\]

\[
d_p(f, \theta, \phi) = [\ldots, d_{p,m}(f, \theta, \phi), \ldots]^T.
\]

In the above equations, \( d(f, \theta, \phi) \) represents the steering-vector for the direction \((\theta, \phi)\). The objective of beamforming is to apply an \( M \)-dimensional filter, \( h(f) \), on the data-vector, \( y(f) \), so as to obtain a signal, \( Z(f) \approx X(f) \), which is an approximation of the signal-of-interest impinging on the array with the DOA, \((\theta_d, \phi_d)\). In other words, the beamformer, \( h(f) \), must be steered in the look-direction, \((\theta_d, \phi_d)\):

\[
h(f) = [h_0^T(f), h_1^T(f), \ldots, h_P^T(f)]^T,
\]

\[
h_p(f) = [\ldots, h_{p,m}(f), \ldots]^T,
\]

\[
Z(f) = h^H(f)y(f) = X_{\text{id}}(f) + V_{\text{ra}}(f),
\]

\[
X_{\text{id}}(f) = X(f)h^H(f)d(f, \theta_d, \phi_d),
\]

\[
V_{\text{ra}}(f) = h^H(f)v(f).
\]

In (4), \( X_{\text{id}}(f) \) and \( V_{\text{ra}}(f) \) represent the filtered-desired and residual-noise signals, respectively. Ideally, one would want \( V_{\text{ra}}(f) = 0 \), while obtaining a distortionless estimate, i.e., \( X_{\text{id}}(f) = X(f) \Rightarrow h^H(f)d(f, \theta_d, \phi_d) = 1 \).

### A. Array Design

To avoid spatial aliasing, the microphones in any ring of the CCA must be separated by an inter-sensor distance, \( \delta \), such that \( \delta \leq \lambda_{\text{min}}/2 \). As such, a generic CCA design automatically implies that \( \delta = \lambda_{\text{min}}/2 \). We denote this design as CCA-I. The number of microphones in any ring (except the central microphone), rounded off to the nearest even number, is given by

\[
M_p = \left\lfloor \frac{\pi}{\sin^{-1} \left( \frac{\lambda_{\text{min}}}{4d_P} \right)} \right\rfloor, p = 1, 2, \ldots, P;
\]

\[
M_p := \left\{ M_p, \text{ if } M_p \text{ is even} \right\} M_p + 1, \text{ if } M_p \text{ is odd} \right\}.
\]

Thus, in CCA-I, the \( p \)-th ring of radius, \( r_p \), consists of \( M_p = 2K_p \) omnidirectional microphones. The microphones are uniformly distributed on the ring, with an angular separation of \( \phi_p = 2\pi/M_p \). The angular positions of the microphones in the ring are given by

\[
\phi_{p,m_p} = m_p \phi_p = m_p \frac{2\pi}{M_p},
\]

\[
m_p = \left\{ \begin{array}{ll}
0, & p = 0 \\
-K_p + 1, & p = 1, 2, \ldots, P
\end{array} \right.
\]

While having the required number of sensors to avoid spatial aliasing is ideal, one may wish to obtain the necessary performance using fewer sensors. In that case, the inter-sensor distance will be \( \delta > \lambda_{\text{min}}/2 \), and at higher frequencies spatial aliasing may occur. However, depending on the application, such a trade-off might be acceptable, particularly since at higher frequencies the DF is generally robust. Such a CCA design may be considered a sparse design. In this work, we will use the CCA-II design, where the number of microphones in each ring is \((1/4)^{\text{th}}\) of that in the CCA-I design. The number of microphones in each ring of the CCA-II design is rounded off to the nearest even number and the microphones are uniformly separated, as per equations (5) and (6).

### B. Metrics for Optimization and Evaluation

As is evident from (4), the objective of a beamformer, \( h(f) \), at any frequency, \( f \), is to amplify the signal-of-interest in the look-direction, \((\theta_d, \phi_d)\), while attenuating interfering signals from other directions. The beampattern of the beamformer represents this capability. It is defined as

\[
\mathcal{B}(f, \theta, \phi) = h^H(f) d(f, \theta, \phi),
\]

\[
\theta \in [-\pi, \pi], \phi \in [-\pi, \pi].
\]

Henceforth, \( \mathcal{B}(f, \theta, \phi_d) \) and \( \mathcal{B}(f, \theta_d, \phi) \) represent the elevation and azimuth-beampatterns, respectively. The quantity, \( |\mathcal{B}(f, \theta, \phi)|^2 \), is referred to as the powerpattern, and is generally used for visualization. Thus, \( |\mathcal{B}(f, \theta, \phi)|^2 \) represents the elevation-powerpattern, and \( |\mathcal{B}(f, \theta_d, \phi)|^2 \) represents the azimuth-powerpattern. The 3-dB elevation-beamwidth is measured as

\[
\theta_-(f) = \arg\max_{\theta: \theta < \theta_d} |\mathcal{B}(f, \theta, \phi_d)| \leq 0.5,
\]

\[
\theta_+(f) = \arg\min_{\theta: \theta > \theta_d} |\mathcal{B}(f, \theta, \phi_d)| \leq 0.5,
\]

\[
b_\theta(f) = \theta_+(f) - \theta_-(f).
\]

Similarly, the 3-dB azimuth-beamwidth is measured as

\[
\phi_-(f) = \arg\max_{\phi: \phi < \phi_d} |\mathcal{B}(f, \theta_d, \phi)| \leq 0.5,
\]

\[
\phi_+(f) = \arg\min_{\phi: \phi > \phi_d} |\mathcal{B}(f, \theta_d, \phi)| \leq 0.5,
\]

\[
b_\phi(f) = \phi_+(f) - \phi_-(f).
\]

The principal goal of this work is to obtain an elevation-beamwidth, \( b_\theta(f) \geq \text{target-elevation-beamwidth} (\theta_{\text{BW}}) \), and an azimuth-beamwidth, \( b_\phi(f) \geq \text{target-azimuth-beamwidth} (\phi_{\text{BW}}) \), across the speech spectrum. Having a beamwidth that...
is not-too-small in both the planes provides immunity against signal distortion if the look-direction does not exactly match the true DOA of the signal-of-interest.

The DF is an important characteristic of the beamformer [1], [2], [22], [23]. It signifies the relative or normalized strength of the beampattern in the look-direction, with respect to the entire 3-D beampattern. It also represents the gain of the beamformer in a diffuse-noise-field. The DF is given by

\[
D(f) = \frac{1}{\pi} \int_0^\pi \int_\pi^0 |B(f, \theta_d, \phi_d)|^2 \sin \theta \ d\phi \ d\theta,
\]

\[
= \frac{|H^*(f) d(f, \theta_d, \phi_d)|^2}{H^H(f) \Gamma(f) H(f)},
\]

\[
\Gamma(f)|_{i,j} = \text{sinc} \left[ \frac{2\pi f_i}{c} \right], 1 \leq i, j \leq M.
\]

In the above equation, \( \Gamma(f)|_{i,j} \) represents the \((i, j)^{th}\) position of the matrix, \( \Gamma(f) \), and \( d(f, \theta_d, \phi_d) \) represents the Euclidean distance between the microphones corresponding to that position. Like the DF, the WNG is an important parameter [1], [2]; the WNG represents the robustness of the beamformer against spatially and temporally uncorrelated noise and is given by

\[
W(f) = \frac{|H^*(f) d(f, \theta_d, \phi_d)|^2}{H^H(f) H(f)}.
\]

We now proceed towards devising a window-based beamformer that can achieve practical results across the various metrics: elevation-beamwidth, azimuth-beamwidth, DF, and WNG.

III. WINDOW-BASED BEAMFORMER

The quintessential delay-and-sum (DS) beamformer provides appropriate phase compensation to all the microphones and an equal emphasis \((1/M)\) on each of them:

\[
h(f) = \frac{1}{M} d(f, \theta_d, \phi_d).
\]

The DS is possibly the simplest beamformer and hence suitable for studying the characteristics of any array. Consider a circular array of arbitrary radius designed with the requisite number of sensors, i.e., a CCA-I with \(P = 1\) ring and no central microphone. As per (5), as the radius increases/decreases, so does the number of microphones. In the limiting case, when the radius is zero, only one microphone remains. This is the case of the central microphone in a CCA. In general, as the radius of the circular array decreases both the elevation-beamwidth and azimuth-beamwidth (for any particular frequency) increase, and vice versa. An increase in the beamwidths is associated with a decrease in the DF and WNG, and vice versa. The central microphone (zero-radius) possesses no beamforming attributes: it provides an immutable elevation-beamwidth and azimuth-beamwidth of \(360^\circ\) each, and no directivity and WNG. Hence, the central microphone is avoided in many analytical solutions for frequency-invariant or constant-beamwidth beamforming. Nevertheless, the variation in the characteristics of a circular array with respect to its radius makes a CCA a more versatile array design. By emphasizing or weighting the rings of the CCA differently at different frequencies, one can attempt to obtain uniform beamforming characteristics over a broad range of frequencies.

Weighting the rings of the CCA, however, provides the same weight to all the microphones in any given ring. One could, additionally, weight the individual microphones in each ring differently. That would obviously make the overall weighting process more versatile, and in turn, enable more control on the beampattern characteristics. “How to weight the individual sensors in a ring?” is an open-ended question, and there could be many possible approaches. In this work, we will use a simple approach based on the alignment of the sensors with the signal-path. To elaborate and analyze further, we must first define our proposed window-based beamformer, which weights the microphones in the CCA not only based on their ring-radius but also their alignment with the signal-path:

\[
h_{p,m_p}(f) = w_p(f) a_{p,m_p}(f) \ d_{p,m_p}(f, \theta_d, \phi_d),
\]

\[
h_{p,m}(f) := \frac{\sum_p \sum_{m_p} |h_{p,m_p}(f)|^2}{\sum_p \sum_{m_p} |h_{p,m_p}(f)|}.
\]

\[
w_p(f) \in [0, 1], \quad \sum_p w_p(f) = 1, \quad \text{and}
\]

\[
a_{p,m_p}(f) = \left\{ \begin{array}{ll}
I_0(\beta_p(f) \sqrt{1-v_p^2/m_p})/I_0(\beta_p(f)), & p \geq 1,
\end{array} \right.
\]

\[
v_p(m_p) = \begin{cases}
\frac{[|u_{\theta_d,\phi_d} - u_{\theta_d,\phi_p,m_p}|^2 + |\phi_d - \phi_{p,m_p}|]}{|u_{\theta_d,\phi_d + \pi/2,\phi_p,m_p}|^2 + |\phi_d + \phi_{p,m_p}|}, & \text{if } m_p \in [\phi_d - \phi_{p,m_p}],
\frac{[|u_{\theta_d,\phi_d - \pi/2,\phi_p,m_p}|^2 + |\phi_d - \phi_{p,m_p}|]}{|u_{\theta_d,\phi_d,\phi_p,m_p}|^2 + |\phi_d + \phi_{p,m_p}|}, & \text{otherwise},
\end{cases}
\]

\[
v_{p,m_p} := (v_{p,m_p} - v_{\text{min}})/(v_{\text{max}} - v_{\text{min}}),
\]

\[
v_{\text{min}} = \frac{|u_{\theta_d,\phi_d} - u_{\theta_d,\phi_p,m_p}|^2}{|u_{\theta_d,\phi_d + \pi/2,\phi_p,m_p}|^2 + |\phi_d + \phi_{p,m_p}|},
\]

\[
v_{\text{max}} = \frac{|u_{\theta_d,\phi_d} - u_{\theta_d,\phi_p,m_p}|^2}{|u_{\theta_d,\phi_d,\phi_p,m_p}|^2 + |\phi_d - \phi_{p,m_p}|}.
\]

In (13), \( w_p(f) \) denotes the ring-weight, i.e., the weight assigned to the microphone based on its ring-number (hence radius). \( a_{p,m_p}(f) \) is the Kaiser-window function that controls the weight assigned to the microphone based on its alignment with the signal-path or line-of-sight of the impinging signal-of-interest. In (14), \( \beta_p(f) \) controls the width of the Kaiser-window. \( I_0(.) \) denotes the \(0^{\text{th}}\) order Bessel function of the first kind. The distance, \( v_{p,m_p} \), between the unit vectors of the microphone-position and the signal-path is used as the input to the Kaiser-window function. In (15), \( u_{\theta_d,\phi} \) represents the unit vector in Cartesian co-ordinates corresponding to the direction \((\theta, \phi)\) in spherical co-ordinates.

Assume that the DOA is \( (45^\circ, 45^\circ) \) and a particular microphone in a ring is located at \( (90^\circ, 30^\circ) \). This microphone is misaligned with the DOA by \( (45^\circ, 15^\circ) \). The diametrically opposite microphone, located at \( (90^\circ, -150^\circ) \), will also be misaligned with the signal-path by \( (45^\circ, 15^\circ) \). Both of these microphones must be equally weighted as per their alignment with the DOA. For this purpose, apart from the actual signal-of-interest with
DOA, \((\theta_d, \phi_d)\), an imaginary signal-of-interest arriving from \((\theta_d + \pi, \phi_d + \pi)\) is used in (15). This results in two identical Kaiser-windows for two halves of the ring. Also, note that since the microphones are fixed to the horizontal plane whereas the DOA is arbitrary, a microphone is best aligned when its angular position matches the azimuth-look-direction. In this case, its unit vector, \(u_{\theta, \phi_d}\), will have a minimum distance, \(v_{\text{min}}\), with the look-direction unit vector, \(u_{\phi, \theta_d}\). In the same way, a microphone is completely unaligned when its angular position is orthogonal to the azimuth-look-direction. In this case, its unit vector, \(u_{\phi, \phi_d + \frac{\pi}{2}}\), will have a maximum distance, \(v_{\text{max}}\), with respect to \(u_{\phi, \phi_d}\). Henceforth, \(v_{\text{min}}\) and \(v_{\text{max}}\) are used to normalize the distances between [0,1] prior to feeding them to the Kaiser-window function.

To analyze the impact of differently weighting the microphones in a ring, consider a circular array, i.e., a CCA-1 with \(P = 1\) ring and no central microphone, having a radius of 10 cm. There are 30 microphones in the circular array, as per equation (5). As there is only one ring, the ring-weight is 1, and the microphone-weight is determined purely by the Kaiser-window function. Consider the general oblique DOA \((\theta_d = \phi_d = 45^\circ)\).

Fig. 3 plots the microphone weights, \(|h_{1,m}(f)| \forall m, 1,\) for three different values of the Kaiser-window width parameter, \(\beta_1(f)\). As is evident, the Kaiser-window width is inversely related to the width parameter, which determines how strictly the microphones in the ring are emphasized based on their alignment with the signal-path. In this case, the microphones whose angular positions are closer to \(\phi_d = 45^\circ\) are emphasized more. Their diametrically opposite microphones are weighted identically. In the limiting case, \(\beta_1(f) \to \infty\), this results in a two-microphone ULA in the end-fire configuration. At the other extreme, \(\beta_1(f) \to 0\), all the microphones are equally weighted, and the final beamformer converges to the DS beamformer.

Fig. 4 plots the metrics for the window-based beamformer as \(\beta_1(f)\) varies. The metrics are presented for two different frequencies - 500 Hz and 1 kHz. At very low frequencies (\(\lesssim 500\) Hz), the beamwidths are generally very high (\(\sim 360^\circ\)). As the Kaiser-window becomes sharper, i.e., \(\beta_1(f)\) increases, more unaligned microphones are de-emphasized. Correspondingly, the beampatterns become narrower, and the DF improves. De-emphasizing the microphones is mathematically equivalent to reducing the number of sensors, and decreases the WNG. When the frequency is not so low (as observed in the 1 kHz case), the azimuth-beamwidth and elevation-beamwidth exhibit a non-linear and inverse relationship with each other. That is why it is important to consider both the elevation-beamwidth and azimuth-beamwidth in any practical algorithm. Nevertheless, at higher frequencies, as more unaligned microphones are de-emphasized, both the DF and WNG decreases. Note that beyond \(\beta_1(f) > 100\) the DF and WNG seem to plunge to levels which may render the beamformer practically ineffective. Hence, the Kaiser-window width parameter would be operated within the range, [0,100], in this work.

As is evident from Fig. 4, incorporating the Kaiser-window function to differently weight the microphones in each ring is likely to provide more versatility in obtaining the desired performance, in addition to differently weighting the rings of the CCA. Consider that the ring-weights and Kaiser-window width parameters are initialized with some pre-defined values. If, for any particular frequency, the elevation-beamwidth and azimuth-beamwidth are wider than their respective targets, \(\theta_{BW}\) and \(\phi_{BW}\), then the ring-weights and Kaiser-window width parameters may be tuned to enhance the DF. That should consequently lead to a reduction in the beamwidths. This scenario is generally expected to occur at lower frequencies. If, on the other hand, either the elevation-beamwidth or the azimuth-beamwidth or both are narrower than their targets, then, we may tune the ring-weights and Kaiser-window width parameters so as to widen the corresponding beamwidth(s) to the target value(s). In any of these scenarios, since the overall effect is to weight the microphones, a decent WNG (\(> 0\) dB) is guaranteed, as will be observed in the results section.

We now propose the following modified gradient-descent algorithm to determine the optimal parameters of the proposed beamformer.

**Algorithm:** Given \(\theta_{BW}, \phi_{BW}, \theta_d, \phi_d\). Consider \(\Delta s(f)\) as the step-size, and \(\mu(f)\) as the learning-rate of the gradient-descent algorithm. Define:

\[
\beta_p'(f) = \log_{100} \beta_p(f) \in (-\infty, 1], \quad p = 1, 2, \ldots, P,
\]

\[
\Delta b_p'(f) = \frac{\theta_{BW} - b_p(f)}{\pi/2}, \quad \Delta b_p'(f) = \frac{\phi_{BW} - b_p(f)}{\pi/2},
\]

\[
D'(f) = -\log_{10} D(f).
\]

The optimization function is given by:

\[
L(s(f)) = \begin{cases} 
\Delta b_p'(f), & \Delta b_p'(f) > 0 \text{ and } \Delta b_p'(f) \leq 0 \\
\Delta b_p'(f), & \Delta b_p'(f) \leq 0 \text{ and } \Delta b_p'(f) > 0 \\
\Delta b_p'(f) + \Delta b_p'(f), & \Delta b_p'(f) > 0 \text{ and } \Delta b_p'(f) > 0 \\
D'(f), & \text{otherwise}
\end{cases}
\]
In (17), $s(f)$ represents the set of parameters or independent variables of the optimization function:

$$s(f) = [w_0(f), \ldots, w_P(f), \beta'_1(f), \ldots, \beta'_P(f)]^T$$

$$= [s_1(f), \ldots, s_{P+1}(f), s_{P+2}(f), \ldots, s_{2P+1}(f)]^T.$$  

Initialize: $\{s^{(0)}(f) : s^{(0)}_l(f) \sim U(0, 1), l \in [1, 2P + 1]\}$, $\Delta s^{(0)}(f) \in (0, 1)$, $\mu^{(0)}(f) \in (0, 1)$.

Iteration: For the $n^{th}$ ($n \geq 0$) iteration, do the following:

(a) Determine $h(f)$ using $s^{(n)}(f)$ and equations (13),(14),(15). Hence, determine $\Delta b_0^f(f)$ and $\Delta b_0^{f'}(f)$, and select the optimization function, $L(s(f))$, as per (16),(17). Determine the gradient of the optimization function:

$$\nabla_{s(f)} L(s^{(n)}(f)) = \left[ \frac{\partial L(s^{(n)}(f))}{s_1(f)}, \ldots, \frac{\partial L(s^{(n)}(f))}{s_{2P+1}(f)} \right]^T,$$

$$\frac{\partial L(s^{(n)}(f))}{s_l(f)} = L^+_l(f) - L^-_l(f) \Delta s^{(n)}(f),$$

where $L^+_l(f)$ is obtained for

$$s^+(f) = [s_1^{(n)}(f), \ldots, s_l^{(n)}(f), \ldots, s_{2P+1}^{(n)}(f)]^T,$$

$$s_l^{(n)}(f) := \begin{cases} \max[0, s_l^{(n)}(f) - \Delta s^{(n)}(f)/2], l \leq P + 1 \\ \min[1, s_l^{(n)}(f) + \Delta s^{(n)}(f)/2], l \geq P + 2 \end{cases}.$$

and $L^-_l(f)$ is obtained for

$$s^-(f) = [s_1^{(n)}(f), \ldots, s_l^{(n)}(f), \ldots, s_{2P+1}^{(n)}(f)]^T,$$

$$s_l^{(n)}(f)$$

(b) Update:

$$s^{(n+1)}(f) = s^{(n)}(f) - \mu^{(n)}(f) \nabla_{s(f)} L(s^{(n)}(f)),$$

$$s_l^{(n+1)}(f) := \max[0, s_l^{(n+1)}(f)], l \leq P + 1,$$

$$s_l^{(n+1)}(f) := \min[1, s_l^{(n+1)}(f)], l \geq P + 2.$$

(c) Determine $h(f)$ using $s^{(n+1)}(f)$. Hence, determine $\Delta b_0^f(f)$, $\Delta b_0^{f'}(f)$, and $L(s(f))$, as in step (a).

(c.1) If $L(s(f))$ changes to-or-from $D'(f)$, then reduce the step-size and learning-rate, and revert back the parameters. Return to step (a).

$$\Delta s^{(n+1)}(f) := \Delta s^{(n)}(f)/2,$$

$$\mu^{(n+1)}(f) := \mu^{(n)}(f)/2,$$

$$s_l^{(n+1)}(f) := s_l^{(n)}(f), l \in [1, 2P + 1].$$

(c.2) If either of the beamwidths changes radically, i.e., if $|\Delta b_0^f(f) \times \pi/2|$ or $|\Delta b_0^{f'}(f) \times \pi/2|$ is too-large (say $\geq 20^\circ$), reduce the step-size and learning-rate. Return to step (a).

$$\Delta s^{(n+1)}(f) := \Delta s^{(n)}(f)/2,$$

$$\mu^{(n+1)}(f) := \mu^{(n)}(f)/2.$$

(c.3) If either of the beamwidths are slow-to-change, i.e., if $\Delta b_0^f(f) \times \pi/2$ or $\Delta b_0^{f'}(f) \times \pi/2$ are varying minutely (say $\leq 2^\circ$) over two or more consecutive iterations, increase the step-size and learning-rate.

Fig. 4. Relationship between the performance metrics and the Kaiser-window width parameter of the window-based beamformer, at two frequencies: 500 Hz (top row) and 1 kHz (bottom row). A circular array of 10 cm radius with no central microphone is considered.
Return to step (a).

\[ \Delta s^{(n+1)}(f) := 2 \Delta s^{(n)}(f), \]
\[ \mu^{(n+1)}(f) := 2 \mu^{(n)}(f). \]

(d) Terminate the algorithm after a pre-defined maximum number of iterations, or when the optimization function, \( \mathcal{L}(s(f)) \), saturates.

We denote the resulting beamformer as the Kaiser-window (KW) beamformer. Note that the KW can be applied on any arbitrary CCA, with or without the central microphone. Also, note that unlike in conventional gradient-descent, we utilize ‘step-size’ and ‘learning-rate’ as separate parameters. If the mathematical expressions for the gradients, \( \{ \partial \mathcal{L}(s(f)) / \partial s(f), l = 1, 2, \ldots, 2P + 1 \} \), were available, we could have used the conventional algorithm, where the terms ‘step-size’ and ‘learning-rate’ are one and the same. However, in our case, since the mathematical expressions for the gradients are unknown, we use a brute-force gradient-descent algorithm, where the step-size is used to calculate the gradients. A gradient so calculated at a particular point is only an approximation of the true gradient and represents the slope of the line connecting two neighbouring points on either side of the concerned point. We can modify the step-size if the gradient is too-small or too-large to avoid non-change or large fluctuations of the parameters (equivalently that of the optimization function) between iterations. The adaptive learning-rate also serves the same purpose in practice. The MATLAB codes are available online [37].

The convergence of the gradient-descent algorithm is well established in literature [38], [39]. In general, if the learning-rate is small, i.e., \( 0 < \mu(f) \leq L/2 \), where \( L > 0 \) is the constant of Lipschitz continuity, the gradient-descent algorithm is guaranteed to converge. Computing the value of \( L \) is quite expensive and difficult. Thus, in practice, the learning-rate is determined by trial-and-error. Using an adaptive learning-rate facilitates this process. Generally, as we have implemented in our work, a relatively large learning-rate is initially chosen, which is then decreased based on certain checks and balances as the algorithm iterates.

As mentioned earlier, the objective of the KW beamformer and the associated gradient-descent algorithm is to obtain \( b_0(f) \geq \theta_{BW} \) and \( b_0(f) \geq \phi_{BW} \), while maximizing the DF whenever and wherever possible in the entire frequency spectrum. Recall that unlike known frequency-invariant or constant-beamwidth beamforming methods, the goal is not to attain a fixed beamwidth, but rather beamwidth greater than a lower threshold (and in both the planes, not just the azimuth). To understand the algorithm, consider a CCA-1 design, with \( P = 4 \) rings and a central microphone. The rings are of radii: 5 cm, 10 cm, 15 cm, and 20 cm. Consider the general oblique look-direction (\( 0 = 0 = 45^\circ \)), and the target beamwidths, \( \theta_{BW} = 45^\circ \), and \( \phi_{BW} = 40^\circ \). We use \( s_l^{(0)}(f) = 1/(P + 1) \), \( l \in \{1, P + 1\} \), and \( s_0^{(0)}(f) = 0.5 \), \( l \in \{P + 2, 2P + 1\} \). Also, we use \( \Delta s^{(0)}(f) = 2 \) and \( \mu^{(0)}(f) = 0.1 \) in the algorithm.

Fig. 5 presents the metrics as the number of iterations increases, for two frequencies: 1 kHz and 6 kHz. At 1 kHz, the elevation-beamwidth and azimuth-beamwidth are initially wider than their target (\( 45^\circ \)), and hence the DF is maximized. Consequently, the azimuth-beamwidth decreases, whereas the elevation-beamwidth remains almost unchanged. The increase in the DF is associated with a decrease in the WNG, which suggests that unaligned microphones in certain rings were de-emphasized. At 6 kHz, both the elevation-beamwidth and azimuth-beamwidth are initially narrower than their targets, and hence they are widened till they reach their target. When both the elevation and azimuth beamwidth targets are reached, the algorithm switches between maximizing directivity vs. beamwidth control in the subsequent iterations. The checks and balances along with the adaptive step-size and learning-rate ensure that the algorithm saturates without large fluctuations. Note that if there was only a single ring (circular array), increasing the azimuth-beamwidth would likely have decreased the elevation-beamwidth, and vice-versa, as observed in Fig. 4. The presence of multiple rings and the central microphone in the CCA, however, allows much more control on the beamformer characteristics. The increase in the elevation and azimuth beamwidths is associated with the decrease in the DF and WNG, which is expected at high frequency, as discussed earlier.

Fig. 6 shows the optimal parameters of the KW beamformer for the entire frequency spectrum. There are five ring-weight parameters - one for the central microphone (\( p = 0 \)), and the rest for the four rings. Each of the four rings, additionally, have a Kaiser-window width parameter. As we have mentioned in Sec. III, higher frequencies generally have smaller beamwidths,
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and larger rings further accentuate the situation. Hence, the algorithm assigns larger weights to the central sensor and the smaller rings, as the frequency increases. Contrarily, the algorithm assigns the largest weight to the outermost ring ($p = 4$) at low frequencies. In the case of the Kaiser-window width parameters, it is difficult to intuitively make sense of the optimal parameters as they have a complicated relationship with the metrics. One might simply view them as lending more control over the characteristics of the beamformer, in conjunction with the ring-weight parameters.

IV. RESULTS

In this section, we compare the performance of the KW beamformer with other beamformers. For this purpose, we consider the same CCA-I with $P = 4$ rings and a central microphone, as used in the previous section. We also consider the CCA-II for the same ring-configuration, which has fewer microphones and a larger inter-sensor distance. We consider the general oblique look-direction ($\theta_{d} = \phi_{d} = 45^\circ$), and the target-beamwidths, $\theta_{BW} = \phi_{BW} = 40^\circ$. There is no particular reason as to why we have chosen the target beamwidths as $40^\circ$. The KW beamformer is independent of the choice of the target beamwidths. In general, the higher the target beamwidths worse will be the DF and WNG. The suitable targets, hence, should be chosen based on the overall performance requirements across all the metrics. In the proposed modified gradient-descent algorithm, the same algorithmic-parameters are used. The KW beamformer is compared with two other state-of-the-art beamformers, briefly discussed below:

Method-1 [18]: The DS beamformer is obtained for each ring of the CCA, i.e., $h_{o}(f) = d_{p}(f, \theta_{d}, \phi_{d})/M$. For each ring, the frequency at which the target-azimuth-beamwidth is best met is considered the reference frequency, and the corresponding DS beamformer is the reference beamformer. For each ring, the beamformer at any given frequency is determined analytically using its reference beamformer and a transformation matrix derived for the particular frequency using the Bessel-function approximation. The beamformer for the central microphone is kept the same as that of the DS beamformer, i.e., $h_{o}(f) = h_{0,0}(f) = 1/M$. The amplitudes of the final $M$-dimensional beamformer are normalized.

Method-2 [22], [23]: For the CCA, a spatial-filter is designed which provides the desired azimuth-beampattern irrespective of frequency. In this work, we use a symmetric hamming-window FIR filter (12-order) which meets the target-azimuth-beamwidth requirement. Beamformers at each frequency are then designed based on the optimal approximation of the beampattern with the Jacobi-Anger expansion.

Additionally, the performance of the DS beamformer is also included for completeness of the study. Note that solutions for frequency-invariant or constant-beamwidth beamforming for planar arrays are focussed on controlling the azimuth-beampattern only. The same applies to Method-1 and Method-2. The choice of Method-1 and Method-2, in this context, is purely because they are able to perfectly attain the target-azimuth-beamwidth across the entire frequency spectrum, as we will observe shortly.

A. Performance for CCA-I

Consider the CCA-I design. As is evident from Fig. 7, Method-1 and Method-2 are able to perfectly attain the target, $\phi_{BW} = 40^\circ$, across the entire frequency spectrum. However, they provide no control over the elevation-beampattern. In the low-frequency spectrum ($\leq 2.5$ kHz), the WNG is $\leq 0$ dB, and hence the solution is arguably impractical. As we have mentioned in the introduction section, lower frequencies have naturally wider beamwidths, which when forced to be much narrower, might be detrimental. As the frequency increases, the WNG improves for both Method-1 and Method-2. In fact, at higher frequencies, both the DF and WNG of Method-2 are better than that of the KW. However, this is because the elevation-beamwidth is narrower than the desired target, $\theta_{BW} = 40^\circ$. The same phenomenon occurs in the case of the DS beamformer. For the DS, at high frequencies, both the elevation and azimuth beamwidths are narrower than their targets; hence it has the highest DF. Notice, however, that at low frequencies, the KW provides narrower beamwidths and better DF than the DS. The relatively poor DF and WNG of Method-1 is due to the misdirection phenomenon, to be discussed next.

Fig. 8 shows the elevation and azimuth powerpatterns for the four methods at 1 kHz. As can be observed, unlike the KW and the DS, the other two methods have the perfect azimuth-powerpatterns pointing towards $\phi_{d} = 45^\circ$. However, their elevation-powerpatterns are misdirected towards the horizontal plane, instead of $\theta_{d} = 45^\circ$. In other words, the main
beam is not pointing towards the DOA. This phenomenon is observed in the entire low-frequency spectrum, for the two analytical methods. As is obvious, if $\theta_d = 90^\circ$, the misdirection phenomenon would not be witnessed. Consequently, the WNG would be much higher ($>0$ dB), as reported in the relevant works. This exemplifies why analytical solutions are confined to the horizontal plane, as we have mentioned in the introduction section. Nevertheless, the beamwidths calculated for the two methods, using equations (8) and (9), become irrelevant when $\theta_d \approx 90^\circ$. The KW and DS beamformers, contrary to the other two methods, do not exhibit this undesirable phenomenon. Further, the KW has narrower beamwidths than the DS, striving to provide a practical, though not perfect, solution in the low-frequency spectrum.

Fig. 9 shows the elevation and azimuth powerpatterns for the four methods at 6 kHz. As is clear from the figure, the
misdirection phenomenon does not persist at higher frequencies for Method-2. However, the elevation-powerpattern is narrower than required. For the DS, both the elevation and azimuth powerpatterns are narrower than required. Only the KW is able to obtain the desired powerpatterns. For Method-1, the misdirection phenomenon continues to persist even at higher frequencies but aimed at random directions and not just the horizontal plane. This explains why its DF and WNG are worse than that of the other methods, as observed in Fig. 7.

The above observations show the significance of the elevation-beampattern and its effect on the performance metrics. These observations, in both the low-frequency and the high-frequency spectrum, are of utmost significance for speech signals. It is well-established that voiced speech (generally vowels) is characterized by its high-frequency spectrum, [14], [15]. As such, the practical utility and advantage of the proposed KW beamformer are obvious with respect to known solutions.

Here, one may wonder if the performance of the KW beamformer would remain the same if the central microphone is removed from the CCA-I design. That is indeed the case. In fact, the performances of all the four methods are observed to be nearly identical with and without the central microphone. As such, we have not included the corresponding figures for the CCA-I design without the central microphone. However, had there been only a couple of rings in the CCA-I design, the central microphone could have played a significant role in widening the beamwidths at high frequencies. In general, when multiple rings of large and small sizes are present in the CCA design, as in the CCA-I, the central microphone is not so influential. Nevertheless, the proposed KW beamformer (and the associated gradient-descent algorithm) is design-independent: it has no specific design requirements.

B. Performance for CCA-II

Fig. 10 plots the metrics for the 4-ring CCA-II design, where the number of microphones in each ring is a quarter of that in the CCA-I design. The KW and the DS continue to behave similarly to the case of the CCA-I design. Their DFs and WNGs are expectedly worse since the number of microphones is decreased. The other two beamformers, however, exhibit marked misbehavior. As is evident, at higher frequencies, Method-1 and Method-2 are unable to meet the target, $\phi_{BW} = 40^\circ$. For Method-2, the DF and WNG are substantially worse, which is because of the increased severity of the misdirection phenomenon, discussed earlier. This is, however, not unexpected, as Method-2 was specifically designed for smaller CCAs, where $\delta \leq \lambda_{\min}/2$ is always maintained. Equivalent requirements of substantially large or a certain specific number of microphones also exist in other methods, which indirectly keeps the inter-sensor distance in check [16], [17], [33], [40]. Hence, as we have mentioned earlier, in many solutions the central microphone is not included in the CCA design. Method-1, it seems, is more robust to variations in the design of the CCA. This is likely because its solution is independent of any requirement regarding the number of microphones. This flexibility, however, comes at the expense of overall poorer performance, as we have already witnessed. Its elevation-beampattern (not shown) is, as usual, misdirected.

C. Speech Example: Outputs for Misestimated DOA

We consider the 4-ring CCA-II design (for no particular reason). A speech signal-of-interest (arbitrarily taken from the TIMIT corpus [41]), impinges on the array with the DOA, ($60^\circ$, $60^\circ$). A high-frequency channel interference (obtained from the NOISEX-92 corpus [42]) also impinges on the array at an angle ($90^\circ$, $90^\circ$). The input signal-to-interference ratio (iSIR) is 0 dB. All the microphones in the array are afflicted with their own thermal-noise, with the input signal-to-noise ratio (iSNR) being 10 dB. The DOA of the speech signal is misestimated and the look-direction is considered as ($45^\circ$, $45^\circ$). Based on this look-direction, the four beamformers are derived and then applied to the overall data impinging on the array.

The first (topmost) plot of Fig. 11 shows the noisy data received by the central microphone. The second plot shows the pure speech signal, and the last four plots show the final outputs of the beamformers. As is evident, the KW beamformer output is the closest match to the speech signal. The DS produces a cleaner output but causes loss of high-frequency information.

Fig. 10. Comparison of the performance metrics of the DS, KW, Method-1, and Method-2 beamformers applied on a CCA-II with $P = 4$ rings and a central microphone.
The KW beamformer is designed for any arbitrary DOA of the signal-of-interest, more crucially the elevation angle of the DOA. It is not limited to signals in the horizontal plane.

As we have discussed in the introduction and the results, it is difficult to analytically construct a beamformer which provides control on multiple facets. Only under certain conditions, such methods may result in optimal performance across all metrics. Our proposed approach converts the problem statement to a numerical framework, where gradient-descent can be intelligently utilized to meet our goals. In this work, we have demonstrated how the optimization function, \( \mathcal{L}(s(f)) \), can be switched between beamwidth and directivity, as necessary. Of course, it is also possible to define \( \mathcal{L}(s(f)) \) as a weighted sum of multiple metrics, which may be experimented with in the future. Similarly, experimentation with different symmetric-window functions may be carried out. Other approaches to weight the sensors in the rings could also be researched. The drawback of our methodology is its computational-time: while we have implemented our work in MATLAB, and other programming domains would be much faster, gradient-descent would likely be slower than any analytical solution. However, by pre-evaluating and storing the microphone-weights for a range of look-directions, we may utilize a sub-optimal solution based on the closest match of the required look-direction.

V. SUMMARY AND CONCLUSIONS

This work presents a broadband beamforming methodology for any arbitrary CCA of microphones and any arbitrary look-direction. The objective is to control both the elevation and azimuth beamwidths while ensuring a robust DF and WNG, so as to provide a practical beamforming solution across the speech spectrum. The principal idea involves weighting the microphones of the CCA based on their corresponding radii, and their alignment with the line-of-sight of the signal-of-interest. A symmetric-window function, such as Kaiser, Gaussian, Chebyshev, etc., may be used to weight the microphones in any given ring of the CCA. In this work, we have utilized the Kaiser-window. A modified version of the time-trusted gradient-descent algorithm is utilized to optimize the ring-weights and the Kaiser-window width parameters, both of which determine the final weights of the microphones. The resulting beamformer is called the KW beamformer. The results show the flexibility and advantage of the proposed methodology over state-of-the-art methods:

- The KW beamformer enables control of not only the azimuth-beamwidth, but also the elevation-beamwidth.
- Whether the CCA contains the requisite number of microphones to avoid spatial aliasing or the CCA design is sparse and has a limited number of microphones, the operation of the KW beamformer is uninfluenced, though the final performance may vary. Likewise, the KW beamformer has no inherent limitations pertaining to the central microphone.
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