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Abstract—In this paper, we study differential beamforming from a graph perspective. The microphone array used for differential beamforming is viewed as a graph, where its sensors correspond to the nodes, the number of microphones corresponds to the order of the graph, and linear spatial difference equations among microphones are related to graph edges. Specifically, for the first-order differential beamforming with an array of $M$ microphones, each pair of adjacent microphones are directly connected, resulting in $M - 1$ spatial difference equations. On a graph, each of these equations corresponds to a 2-clique. For the second-order differential beamforming, each three adjacent microphones are directly connected, resulting in $M - 2$ second-order spatial difference equations, and each of these equations corresponds to a 3-clique. In an analogous manner, the differential microphone array for any order of differential beamforming can be viewed as a graph. From this perspective, we then derive a class of differential beamformers, including the maximum white noise gain beamformer, the maximum directivity factor one, and optimal compromising beamformers. Simulations are presented to demonstrate the performance of the derived differential beamformers.
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I. INTRODUCTION

A graph is a set of nodes connected via edges, whose structure is meaningful and different types of graphs can model different geometric structures of signals [1]–[4]. Since much signal/data can be organized around a graph, the development of graph signal processing has emerged and is gaining increasing attention [5]–[8]. Basically, graph signal processing aims at developing tools for processing data in the graph domain, which has demonstrated promises for many applications [9]–[11] as it is useful and efficient for handling data by taking into consideration both the signal and the graph structure [12], [13]. In this work, we attempt to address the problem of microphone array beamforming from the perspective of graph signal processing.

A microphone array is basically an array of sensors of the same type organized in a specified geometry, which is used to sample the sound field with spatial diversity [14]–[17]. The core of a microphone array is beamforming, whose objective is to recover the speech signal of interest from observations, which consist of not only the signal of interest but also additive noise, echo, interference, and reverberation in acoustic environments [18]–[23]. Numerous microphone array beamforming algorithms have been developed in the literature, including the delay-and-sum, filter-and-sum, adaptive [24], [25], and differential beamforming [26]–[30].

Among those, differential beamforming is generally used with closely spaced microphones so that the beamformer output measures the spatial derivatives of the acoustic pressure field [21], [22]. It offers several advantages in comparison with additive beamforming, including but not limited to: 1) it has the potential to achieve high directional gains and frequency-invariant beampatterns, and is therefore attractive for high fidelity sound acquisition [18], [26], and 2) the associated array is small in size and can be easily integrated into a wide range of devices such as smart speakers, smart phones, smart home systems, and in-car communication systems, to name but a few.

Traditionally, a differential microphone array (DMA) is designed in a multistage manner [33], [34]. If it measures the first-order spatial derivative, then the resulting beamformer is called a first-order differential beamformer and the corresponding microphone array is called a first-order DMA. Similarly, if the beamformer output measures up to an $n$th-order spatial derivative of the acoustic pressure field, it is called an $n$th-order differential beamformer and the corresponding microphone array is called an $n$th-order DMA [18], [35]. However, this traditional DMA design method lacks flexibility in forming different patterns and the resulting DMAs often suffer from white noise amplification, which is very serious, particularly at low frequencies. An alternative design method is the recently-developed one in the short-time-Fourier-transform (STFT) domain based on null constraints [26], [36], in which the design flexibility and robustness of linear DMAs have been significantly improved. Also, some efforts have been devoted to improving the steering flexibility of DMAs and much progress has been made, such as two-dimensional linear DMAs [30], [37], circular DMAs (CDMAs) [38], [39], and concentric circular DMAs (CCDMAs) [29], [40]. Nevertheless, there are still many unsolved important issues with differential beamforming and further efforts are indispensable.

From a graph signal processing perspective, any sensor array can be well represented by a graph, where each sensor corresponds to a node and connections among microphones in the beamforming process are the edges. This graph perspective of sensor arrays may provide new insights into beamforming as it does for several other signal processing problems. Therefore, this work attempts to explore the application of graph concepts to microphone array processing and the focus is on the design of differential beamformers. In this context, the connection
between a DMA and the corresponding graph is as follows. Each DMA sensor corresponds to a graph node, the number of microphones corresponds to the order of the graph, and linear spatial derivatives deduced among microphones are related to graph edges. For instance, with a DMA of $M$ microphones, every two adjacent microphones can form a first-order differential beamformer, resulting in $M - 1$ spatial derivatives of the acoustic pressure field, each of which corresponds to an edge (or a 2-clique). This leads to a path graph. Similarly, every three neighboring microphones can form a second-order differential beamformer, resulting in $M - 2$ second-order spatial derivatives, each of which corresponds to a 3-clique on a graph. In an analogous manner, a DMA of any order can be modeled as a graph. Given this graph, we can then obtain the corresponding Laplacian, incidence, and adjacency matrices. Different orders of spatial difference can be derived by multiplying the (modified) incidence matrix with the observed signal vector, based on which differential beamformers can be designed. To demonstrate this design process, we discuss in detail the derivation of the maximum white noise gain (MWNG) beamformer, the maximum directivity factor (MDF) beamformer, and the beamformer that can make compromises between a reasonable level of WNG and high DF. These are widely used differential beamformers.

The remainder of this paper is organized as follows. In Section [II], we present the signal model, the problem of linear beamforming, and definitions of a few important metrics for beamforming performance evaluation. Some mathematical background on graphs is then provided in Section [III]. In Section [IV], we address the problem of differential beamforming of different orders on graphs. The evaluation of the developed differential beamformers is presented in Section [V], and, finally, conclusions are made in Section [VI].

II. SIGNAL MODEL, LINEAR BEAMFORMING, AND PERFORMANCE MEASURES

We consider an arbitrary sensor array composed of $M$ omnidirectional microphones, which are distributed on a plane as illustrated in Fig. 1. Assuming that the reference point chosen on this plane coincides with the origin of the two-dimensional Cartesian coordinate system and the azimuthal angles are measured anticlockwise from the $x$ axis, the coordinates corresponding to the positions of the microphones are given by

$$\mathbf{p}_m = p_m \left[ \cos \psi_m \quad \sin \psi_m \right]^T,$$  \hspace{1cm} (1)

for $m = 1, 2, \ldots, M$, where the superscript $^T$ is the transpose operator, $p_m$ is the distance from the $m$th microphone to the origin point, and $\psi_m$ is the angular position of the $m$th array element. As a result, the distance between Microphones $i$ and $j$ is

$$\delta_{ij} = \| \mathbf{p}_i - \mathbf{p}_j \|,$$  \hspace{1cm} (2)

for $i, j = 1, 2, \ldots, M$, where $\| \cdot \|$ is the Euclidean norm.

Consider a farfield source signal (plane wave), on the same plane as the array, that propagates in an anechoic acoustic environment at the speed of sound, i.e., $c = 340 \text{ m/s}$, and impinges on the described array. The direction of the source signal to the array is parameterized by the azimuthal angle $\theta$. The time delay between the $m$th microphone and the origin is then given by

$$\tau_m (\theta) = \frac{p_m}{c} \cos (\theta - \psi_m), \quad m = 1, 2, \ldots, M.$$  \hspace{1cm} (3)

With this model, the steering vector of length $M$ is expressed as [14], [15]

$$\mathbf{d}_\theta (f) = \left[ e^{j2\pi f \tau_1 (\theta)} \quad e^{j2\pi f \tau_2 (\theta)} \quad \cdots \quad e^{j2\pi f \tau_M (\theta)} \right]^T,$$  \hspace{1cm} (4)

where $f > 0$ is the temporal frequency and $j$ is the imaginary unit.

Let us assume that the desired source signal propagates from the known angle $\theta = \theta_s$. Then, the observed signal vector of length $M$ can be expressed in the frequency domain as [17]

$$\mathbf{y}(f) = \left[ Y_1(f) \quad Y_2(f) \quad \cdots \quad Y_M(f) \right]^T = \mathbf{d}_{\theta_s}(f) \mathbf{X}(f) + \mathbf{v}(f),$$  \hspace{1cm} (5)

where $Y_m(f)$ is the $m$th ($m = 1, 2, \ldots, M$) microphone signal of the planar array, $\mathbf{d}_{\theta_s}(f)$ is the steering vector at $\theta = \theta_s$, $\mathbf{X}(f)$ is the (zero-mean) desired signal, and $\mathbf{v}(f)$ is the (zero-mean) additive noise signal vector defined similarly to $\mathbf{y}(f)$. In the rest, in order to simplify the notation, we often drop the dependence on the frequency, $f$. So, for example, $\mathbf{y}$ is written as $\mathbf{y} = \mathbf{d}_{\theta_s} \mathbf{X} + \mathbf{v}$. The covariance matrix of $\mathbf{y}$ is then

$$\mathbf{\Phi}_y = E \left( \mathbf{y} \mathbf{y}^H \right) = \phi_X \mathbf{d}_{\theta_s} \mathbf{d}_{\theta_s}^H + \mathbf{\Phi}_v,$$  \hspace{1cm} (6)

where $E(\cdot)$ denotes mathematical expectation, the superscript $^H$ is the conjugate-transpose operator, $\phi_X = E \left( \| \mathbf{X} \|^2 \right)$ is the variance of $\mathbf{X}$, and $\mathbf{\Phi}_v = E \left( \mathbf{v} \mathbf{v}^H \right)$ is the covariance matrix of $\mathbf{v}$. Assuming that the variance of the noise is the same at all sensors, i.e., $\phi_v = \phi_{v_1} = \phi_{v_2} = \cdots = \phi_{v_M}$, with $\phi_{v_m} = E \left( \| v_m \|^2 \right), \quad m = 1, 2, \ldots, M$, we can express (6) as

$$\mathbf{\Phi}_y = \phi_X \mathbf{d}_{\theta_s} \mathbf{d}_{\theta_s}^H + \phi_v \mathbf{\Gamma}_v,$$  \hspace{1cm} (7)

where $\mathbf{\Gamma}_v = \mathbf{\Phi}_v / \phi_v$ is the pseudo-coherence matrix of the noise. In the case of the spherically isotropic (diffuse) noise field, which will always be assumed in this work, (7) becomes

$$\mathbf{\Phi}_y = \phi_X \mathbf{d}_{\theta_s} \mathbf{d}_{\theta_s}^H + \phi_d \mathbf{\Gamma}_d,$$  \hspace{1cm} (8)
where \( \delta_d \) is the variance of the diffuse noise and \( \Gamma_d \) is the pseudo-coherence matrix of the diffuse noise, whose \((i, j)\)th \((i, j = 1, 2, \ldots, M)\) element is

\[
[\Gamma_d(f)]_{ij} = \text{sinc} \left( \frac{2\pi f \delta_d}{c} \right),
\]

with \( \text{sinc}(x) = \sin x/x \), and \( \delta_d \) being defined in (2).

Conventional beamforming is performed by applying a complex-valued linear filter, \( h \) of length \( M \), to the observed signal vector, i.e.,

\[
Z = h^H Y = X_{\text{fd}} + V_n,
\]

where \( Z \) is the beamformer output signal (i.e., the estimate of \( X \)), \( X_{\text{fd}} = X h^H d_\theta \) is the filtered desired signal, and \( V_n = h^H v \) is the residual noise. Since the two terms on the right-hand side of (10) are incoherent, the variance of \( Z \) is the sum of two variances:

\[
\phi_Z = h^H \Phi_s h = \phi_{X_{\text{fd}}} + \phi_{V_n},
\]

where \( \phi_{X_{\text{fd}}} = \phi_X |h^H d_\theta|^2 \) and \( \phi_{V_n} = h^H \Phi_v h \). In the context of fixed beamforming, the distortionless constraint is almost always desired, i.e.,

\[
h^H d_\theta = 1,
\]

meaning that any signal arriving along \( d_\theta \) will pass through the beamformer undistorted.

Next, we give several important performance measures, which are always used to evaluate all kinds of fixed and differential beamformers.

The beampattern describes the sensitivity of the beamformer to a plane wave (source signal) impinging on the array from the direction \( \theta \). Mathematically, it is defined as

\[
B_\theta (h) = d_\theta^H h.
\]

From (7), we see that the input signal-to-noise ratio (SNR) is

\[
isNR = \frac{\phi_X}{\phi_v}.
\]

According to (11), the output SNR can be defined as

\[
oSNR (h) = \frac{\phi_{X_{\text{fd}}}}{\phi_{V_n}} = \frac{\phi_X |h^H d_\theta|^2}{h^H \Phi_v h} = \frac{\phi_X \frac{|h^H d_\theta|^2}{h^H \Gamma_v h}}{h^H \Gamma_v h}.
\]

From the previous definitions of the SNRs, we deduce the array gain:

\[
G(h) = \frac{oSNR (h)}{isNR} = \frac{|h^H d_\theta|^2}{h^H \Gamma_v h}.
\]

A common way to evaluate the sensitivity of the array to some of its imperfections, such as sensor noise, with a specific beamformer, is via the so-called white noise gain (WNG), which is defined by taking \( \Gamma_v = I_M \) in (16), where \( I_M \) is the \( M \times M \) identity matrix, i.e.,

\[
W(h) = \frac{|h^H d_\theta|^2}{h^H h}.
\]

The maximization of \( W(h) \) gives the conventional delay-and-sum (DS) beamformer [17]:

\[
h_{\text{DS}} = \frac{d_\theta}{M},
\]

with \( W(h_{\text{DS}}) = M \). While the DS beamformer maximizes the WNG, it never amplifies the diffuse noise. However, \( h_{\text{DS}} \) is not very directional and its beampattern may be very much frequency dependent.

Another important measure, which quantifies the ability of the beamformer to suppress spatial noise from directions other than the look direction is the directivity factor (DF), which is obtained by replacing \( \Gamma_v \) with \( \Gamma_d \) in (16), i.e.,

\[
D(h) = \frac{|h^H d_\theta|^2}{h^H \Gamma_d h}.
\]

The maximization of \( D(h) \) leads to the well-known maximum DF (MDF) beamformer [17], [41]:

\[
h_{\text{MDF}} = \frac{\Gamma_d^{-1} d_\theta}{d_\theta^H \Gamma_d^{-1} d_\theta},
\]

with \( \Gamma_h(h_{\text{MDF}}) = d_\theta^H \Gamma_d^{-1} d_\theta \). While the MDF beamformer maximizes the DF, it may amplify the white noise, especially at low frequencies, i.e., \( W(h_{\text{MDF}}) \leq 1 \).

### III. Mathematical Background on Graphs

A graph is a mathematical structure composed of nodes (or vertices) and edges. An edge connects a pair of vertices; they are said to be adjacent in this case. A graph can be directed or undirected. The edges of directed graphs (or digraphs) have orientation but those of undirected graphs have no orientation. An undirected graph is connected if it is all in one piece. In the so-called simple graphs, no self-loops are allowed and there is at most one edge from one node to another [1]. Multigraphs have at least two parallel edges between some pair of nodes but have no self-loops [3]. In this paper, we are only interested in connected, undirected simple graphs.

More formally, an undirected simple graph is a pair \( G = (V, E) \), where \( V = \{v_1, v_2, \ldots, v_M\} \) is a set of \( M \) vertices and \( E \) is a set of two-elements subsets of \( V \), i.e., \( \{v_i, v_j\} \) with \( v_i, v_j \in V, v_i \neq v_j \), called edges, and for every \( \{v_i, v_j\} \), there is at most one edge between \( v_i \) and \( v_j \). When \( v_i \) is adjacent to \( v_j \), we use the notation \( v_i \sim v_j \). Again, in an undirected graph, \( v_i \sim v_j \) and \( v_j \sim v_i \) are the same. For a set of \( Q \) edges, we may write \( E = \{e_1, e_2, \ldots, e_Q\} \). In connected, undirected simple graphs, we always have

\[
M - 1 \leq Q \leq \frac{M(M - 1)}{2}.
\]

Sometimes, it may be more convenient to use the notation \( V(G) \) and \( E(G) \) to emphasize that these two sets are associated with the graph \( G \).

The degree of a vertex \( v_m \) of \( G \), denoted \( \deg(v_m) \), is the number of edges incident to \( v_m \). It can be shown that, for any graph, we have

\[
\sum_{m=1}^{M} \deg(v_m) = 2|E|,
\]
where \(|E| = Q\) is the number of edges, i.e., the size, of \(G\) while \(|V| = M\) is the order of the graph. Combining all degrees together, we can form the \(M \times M\) diagonal matrix:

\[
\mathbf{D} = \text{diag} \left[ \deg(v_1), \deg(v_2), \ldots, \deg(v_M) \right],
\]

which is called the degree matrix.

The adjacency matrix, \(\mathbf{A}\), of \(G\) is the \(M \times M\) symmetric matrix whose elements are given by

\[
A_{ij} = \begin{cases} 
1 & \text{if } v_i \sim v_j \\
0 & \text{otherwise}
\end{cases}.
\]

Mathematically, the graph \(G\) can be represented by the matrix \(\mathbf{A}\). Then, it is easy to verify that

\[
\deg(v_m) = \sum_{j=1}^{M} A_{mj},
\]

A matrix of great importance in graph analysis is the Laplacian matrix \(\mathbf{L}\) obtained from the two previous matrices:

\[
\mathbf{L} = \mathbf{D} - \mathbf{A}.
\]

It is clear that \(\mathbf{L}\) is symmetric. Let \(\mathbf{u}\) be a complex-valued vector of length \(M\), it can be verified that

\[
\mathbf{u}^H \mathbf{L} \mathbf{u} = \frac{1}{2} \sum_{i,j: v_i \sim v_j} |U_i - U_j|^2,
\]

where \(U_m, m = 1, 2, \ldots, M\) are the components of \(\mathbf{u}\). As a consequence, \(\mathbf{L}\) is positive semidefinite and all its eigenvalues are real valued and nonnegative. Furthermore, the smallest eigenvalue of \(\mathbf{L}\) is equal to 0, and \(1/\sqrt{M}\) is its corresponding eigenvector, where \(1\) is a vector of length \(M\) containing only one’s.

Another very useful matrix in graphs is the incidence matrix \(\mathbf{B}\), which is of size \(M \times Q\), where its \(q\)th column corresponds to the edge \(e_q\) and has exactly two nonzero values: +1 in the row corresponding to one vertex and −1 in the row corresponding to the other vertex. The signs here are completely arbitrary but it is important that each column has one positive value and one negative one. The incidence matrix quantifies the variation of a signal on a graph. Then, one can check that

\[
\mathbf{L} = \mathbf{B} \mathbf{B}^T.
\]

It is seen that all these matrices \(\mathbf{A}, \mathbf{B}, \mathbf{D}\), and \(\mathbf{L}\) are somehow related.

To end this section, let us give two more definitions. We say that \(H\) is a subgraph of \(G\) if \(V(H) \subseteq V(G)\) and \(E(H) \subseteq E(G)\). A clique is a complete subgraph of a graph and we define an \(i\)-clique as a clique with \(i\) vertices.

IV. DIFFERENTIAL BEAMFORMING ON GRAPHS

In our context, we may consider the microphone array as a graph, whose set of nodes corresponds to the sensors composing the array with the order of the graph being the number of microphones, i.e., \(M\). The set of edges, as it will be explained below, corresponds to the number of linear spatial
difference equations among microphones and their orders. In the rest of this section, in order to be as clear as possible, we often illustrate the concepts with the example of \(M = 5\). Generalization to any value of \(M\) is straightforward. Next, we discuss differential beamforming of different orders separately.

A. First Order

In first-order differential beamforming, Microphones \(m\) and \(m + 1\) are directly connected for \(m = 1, 2, \ldots, M - 1\), resulting in \(M - 1\) spatial difference equations. On a graph, each one of these equations corresponds to an edge (or to a 2-clique). Figure 2 shows an example with \(M = 5\), where each color corresponds to a different first-order difference equation connecting two consecutive microphones. As a matter of fact, this simple graph is the well-known path graph, \(P_M\). We recall that a path graph is a connected graph, with \(M - 1\) edges, where 2 vertices are of degree 1 and the other \(M - 2\) vertices are of degree 2.

![Fig. 2. First-order differential beamforming on a graph with \(M = 5\).](image)

The adjacency matrix (for \(M = 5\)) is

\[
\mathbf{A}_{(1)} = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \end{bmatrix},
\]

where the subscript \((1)\) denotes first order. We deduce that the Laplacian matrix is

\[
\mathbf{L}_{(1)} = \mathbf{D}_{(1)} - \mathbf{A}_{(1)},
\]

where

\[
\mathbf{D}_{(1)} = \text{diag} \left( 1, 2, 2, 2, 1 \right).
\]

Since we have four edges, the incidence matrix (of size \(5 \times 4\)) is

\[
\mathbf{B}_{(1)} = \begin{bmatrix} 1 & 0 & 0 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & -1 & 1 \\
0 & 0 & 0 & -1 \end{bmatrix}
\]

and, of course, \(\mathbf{L}_{(1)} = \mathbf{B}_{(1)} \mathbf{B}_{(1)}^T\). Now, if we multiply \(\mathbf{B}_{(1)}^T\) by the observed signal, \(\mathbf{y}\), we find that

\[
\mathbf{B}_{(1)}^T \mathbf{y} = \begin{bmatrix} Y_1 - Y_2 \\
Y_2 - Y_3 \\
Y_3 - Y_4 \\
Y_4 - Y_5 \end{bmatrix}^T
\]

\[
= \begin{bmatrix} Y_{(1),1} \\
Y_{(1),2} \\
Y_{(1),3} \\
Y_{(1),4} \end{bmatrix}^T
\]

\[
= \mathbf{y}_{(1)}.
\]
Therefore, for any $M$, our new observed signal (of length $M - 1$) is
\[
y(1) = B^T(1)y = x(1) + v(1) = B^T(1)d_\theta X + B^T(1)v,
\]
where the $m$th ($m = 1, 2, \ldots, M - 1$) component of $y(1)$ is $Y_{(1,m)} - Y_{(m+1)}$, and the first-order differential beamformer output signal is
\[
Z(1) = h^H(1)y(1),
\]
where $h(1)$ is the first-order differential filter of length $M - 1$.

As a result, the beampattern, WNG, and DF are, respectively,
\[
\begin{align*}
B_\theta (h(1)) &= d^H_\theta B(1) h(1), \\
\mathcal{W} (h(1)) &= \left| \frac{h^H(1) B^T(1) d_\theta}{\left| h^H(1) B^T(1) B(1) h(1) \right|} \right|^2, \\
\mathcal{D} (h(1)) &= \frac{h^H(1) B^T(1) d_\theta}{\left| h^H(1) B^T(1) B(1) h(1) \right|}.
\end{align*}
\]

From the maximization of the WNG, we get the first-order differential maximum WNG (MWNG) beamformer:
\[
h_{(1),\text{MWNG}} = \frac{\left( B^T(1) B(1) \right)^{-1} B^T(1) d_\theta}{d^H_\theta B(1) \left( B^T(1) B(1) \right)^{-1} B^T(1) d_\theta}.
\]

From the maximization of the DF, we obtain the first-order differential maximum DF (MDF) beamformer:
\[
h_{(1),\text{MDF}} = \frac{\left( B^T(1) \Gamma d B(1) \right)^{-1} B^T(1) d_\theta}{d^H_\theta B(1) \left( B^T(1) \Gamma d B(1) \right)^{-1} B^T(1) d_\theta}.
\]

The MDF beamformer will lead to a high value of the DF but at the expense of some white noise amplification, while the MWNG beamformer will lead to a large value of the WNG but at the expense of some low value of the DF. Therefore, in practice, it is important to be able to compromise between WNG and DF. To do so, we propose to exploit the joint diagonalization technique of two Hermitian matrices.

The two Hermitian matrices $B^T(1)d_\theta d^H_\text{w}B(1)$ and $B^T(1)\Gamma d B(1)$, which appear in the definition of the DF, can be jointly diagonalized as follows [42]:
\[
\begin{align*}
T^H(1)B^T(1)d_\theta d^H_\text{w}B(1)T(1) &= \Lambda(1), \\
T^H(1)B^T(1)\Gamma d B(1)T(1) &= I_{M-1},
\end{align*}
\]
where
\[
T(1) = \begin{bmatrix} t_{(1,1)} & t_{(1,2)} & \cdots & t_{(1,M-1)} \end{bmatrix}
\]
is a full-rank square matrix of size $(M - 1) \times (M - 1)$,
\[
t_{(1,1)} = \frac{\left( B^T(1) \Gamma d B(1) \right)^{-1} B^T(1) d_\theta}{\sqrt{d^H_\theta B(1) \left( B^T(1) \Gamma d B(1) \right)^{-1} B^T(1) d_\theta}} = \sqrt{\lambda_{(1,1)} h_{(1),\text{MDF}}}
\]
is the first eigenvector of the matrix
\[
\left( B^T(1) \Gamma d B(1) \right)^{-1} B^T(1) d_\theta d^H_\text{w}B(1),
\]
\[
\Lambda(1) = \text{diag} (\lambda_{(1,1)}, 0, \ldots, 0)
\]
is a diagonal matrix of size $(M - 1) \times (M - 1)$,
\[
\lambda_{(1,1)} = d^H_\text{w}B(1) \left( B^T(1) \Gamma d B(1) \right)^{-1} B^T(1) d_\theta
\]
is the only nonnull eigenvalue of
\[
\left( B^T(1) \Gamma d B(1) \right)^{-1} B^T(1) d_\theta d^H_\text{w}B(1),
\]
whose corresponding eigenvector is $t_{(1,1)}$, and $I_{M-1}$ is the $(M - 1) \times (M - 1)$ identity matrix. The vectors $t_{(1,i)}$ $(i \neq 1)$ are eigenvectors corresponding to the null eigenvalue. It can be checked from [41] that
\[
t^H(1,i)B^T(1)d_\theta = 0, \quad i = 2, 3, \ldots, M - 1.
\]

Let us define the matrix of size $(M - 1) \times P$:
\[
T_{(1),1:P} = \begin{bmatrix} t_{(1,1)} & t_{(1,2)} & \cdots & t_{(1,P)} \end{bmatrix},
\]
with $1 \leq P \leq M - 1$. The beamformer that we consider has the form:
\[
h_{(1),1:P} = T_{(1),1:P} \alpha,
\]
where
\[
\alpha = \begin{bmatrix} \alpha_1 & \alpha_2 & \cdots & \alpha_P \end{bmatrix}^T \neq 0
\]
is a vector of length $P$. Substituting (49) into (35), we find that
\[
Z(1) = \alpha^H T^H_{(1),1:P} B^T(1) d_\theta X + \alpha^H T^H_{(1),1:P} B^T(1) v
\]
\[
= \lambda_{(1,1)} s + \alpha^H T^H_{(1),1:P} B^T(1) v
\]
where the superscript * is the complex-conjugate operator. Since the distortionless constraint is desired, it is clear from the previous expression that we always choose
\[
\alpha_1 = \frac{1}{\sqrt{\lambda_{(1,1)}}}
\]
Now, we need to determine the other elements of $\alpha$. We can express the WNG as
\[
\begin{align*}
\mathcal{W} (h_{(1),1:P}) &= \frac{h^H_{(1),1:P} B^T(1) d_\theta}{h^H_{(1),1:P} B^T(1) B(1) h_{(1),1:P}}^2 \\
&= \frac{\alpha^H T^H_{(1),1:P} B^T(1) d_\theta}{\alpha^H T^H_{(1),1:P} B^T(1) B(1) T_{(1),1:P} \alpha}^2.
\end{align*}
\]

Now, if we want to compromise between WNG and DF, we need to maximize the WNG given above, from which we easily deduce that the optimal beamformer is
\[
h_{(1),1:P} = \frac{B^T(1)B(1)}{d^H_\theta P T_{(1),1:P} d_\theta} d_\theta
\]
where
\[ P_{T,(1),1:P} = B_{(1)}T_{(1),1:P}X \]

\[ \left( T_{(1),1:P}B_{(1)}^T(T_{(1),1:P})^{-1}T_{(1),1:P}B_{(1)}^T \right)^{-1} \]

For \( P = 1 \), we get
\[ h_{(1),1:1} = \frac{t_{(1),1}}{d_{\theta s}^H B_{(1)} t_{(1),1}} = h_{(1),\text{MDF}}, \]

which is the first-order differential MDF beamformer, and for \( P = M - 1 \), we obtain
\[ h_{(1),1:M-1} = \frac{(B_{(1)}^T B_{(1)})^{-1} B_{(1)}^T d_{\theta s}}{d_{\theta s}^H B_{(1)} (B_{(1)}^T B_{(1)})^{-1} B_{(1)}^T d_{\theta s}} = h_{(1),\text{MWNG}}, \]

which is the first-order differential MWNG beamformer. Therefore, by adjusting the positive integer \( P \), we can obtain different beamformers whose performances are in between the performances of \( h_{(1),\text{MDF}} \) and \( h_{(1),\text{MWNG}} \).

**B. Second Order**

In second-order differential beamforming, microphones \( m \), \( m+1 \), and \( m+2 \) are directly connected for \( m = 1, 2, \ldots, M - 2 \), resulting in \( M - 2 \) second-order spatial difference equations. On a graph, each one of these equations corresponds to a 3-clique (whose number is equal to \( M - 2 \)). Figure 3 shows an example with \( M = 5 \), where the number of 3-cliques is equal to 3.

Fig. 3. Second-order differential beamforming on a graph with \( M = 5 \).

Since we have 5 microphones and 7 edges, where each edge connects a different pair of microphones, the incidence matrix (of size \( 5 \times 7 \)) is
\[
B_{(2)} = \begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & -1 & 1 & 0 & -1 & 0 & 1 \\
0 & 0 & -1 & 1 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & -1 \\
\end{bmatrix}.
\] (58)

In order to get the second-order difference equations from each one of the 3-cliques, we need to define the matrix of size \( 7 \times 3 \):
\[
\bar{I}_{IC} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}.
\] (59)

Then, the matrix of interest\(^2\) is
\[
\bar{B}_{(2)} = B_{(2)} \bar{I}_{IC} = \begin{bmatrix}
2 & 0 & 0 \\
-1 & 2 & 0 \\
-1 & -1 & 2 \\
0 & -1 & -1 \\
0 & 0 & -1 \\
\end{bmatrix},
\] (60)

where the main diagonal contains the degrees (equal to 2) of the vertices of the 3-cliques, each columns represents a 3-clique of the graph, and the sum of the elements of each column is equal to 0. In the general case, this matrix is of size \( M \times (M - 2) \), where \( M - 2 \) corresponds to the number of the 3-cliques. Therefore, \( \bar{B}_{(2)} \) contains all the important information of the 3-cliques composing the graph. Now, if we multiply \( \bar{B}_{(2)}^T \) by the observed signal, \( y \), we find that
\[
\bar{B}_{(2)}^T y = \begin{bmatrix}
2Y_1 - Y_2 - Y_3 & 2Y_2 - Y_3 - Y_4 & \cdots & 2Y_3 - Y_4 - Y_5 \\
Y_{(2),1} & Y_{(2),2} & Y_{(2),3} & \cdots & Y_{(2),M-3} \\
\end{bmatrix}^T = y_{(2)}.
\] (61)

Therefore, for any \( M \), our new observed signal (of length \( M - 2 \)) is
\[
y_{(2)} = \bar{B}_{(2)}^T y = x_{(2)} + v_{(2)} = \bar{B}_{(2)}^T d_{\theta s}^T X + \bar{B}_{(2)}^T v,
\]

where the \( m \)th (\( m = 1, 2, \ldots, M - 2 \)) component of \( y_{(2)} \) is \( y_{(2),m} = 2Y_m - Y_{m+1} - Y_{m+2} \), and the second-order differential beamformer output signal is
\[
Z_{(2)} = h_{(2),\text{MDF}}^T y_{(2)},
\] (63)

where \( h_{(2),\text{MDF}} \) is the second-order differential filter of length \( M - 2 \). The beampattern, WNG, and DF are defined similarly to the first-order case.

Then, it’s not hard to find that the second-order differential MWNG and MDF beamformers are, respectively,
\[
h_{(2),\text{MWNG}} = \frac{(\bar{B}_{(2)}^T \bar{B}_{(2)})^{-1} \bar{B}_{(2)}^T d_{\theta s}}{d_{\theta s}^T \bar{B}_{(2)} (\bar{B}_{(2)}^T \bar{B}_{(2)})^{-1} \bar{B}_{(2)}^T d_{\theta s}}
\] (64)

and
\[
h_{(2),\text{MDF}} = \frac{(\bar{B}_{(2)}^T \bar{B}_{(2)})^{-1} \bar{B}_{(2)}^T d_{\theta s}}{d_{\theta s}^T \bar{B}_{(2)} (\bar{B}_{(2)}^T \bar{B}_{(2)})^{-1} \bar{B}_{(2)}^T d_{\theta s}}.
\] (65)

Also, using the same steps as in the previous subsection, we can find the beamformer \( h_{(2),1:P} \) (where \( 1 \leq P \leq M - 2 \)) that can compromise between WNG and DF.

\(^2\)From a rigorous mathematical perspective, the columns of \( \bar{B}_{(2)} \) do not fully correspond to second-order difference equations but because of their resemblance to the true ones, we make an abuse of language and call them second-order differentiators. The same is true for higher orders.
C. Third Order

Similarly to what we have explained in the two previous subsections, in third-order differential beamforming, Microphones \( m, m + 1, m + 2, \) and \( m + 3 \) are directly connected for \( m = 1, 2, \ldots, M - 3 \), resulting in \( M - 3 \) third-order spatial difference equations. On a graph, each one of these equations corresponds to a 4-clique (whose number is equal to \( M - 3 \)). Continuing with our example of \( M = 5 \), third-order differential beamforming leads to two equations whose on a graph correspond to two 4-cliques as shown in Fig. 4.

![Fig. 4. Third-order differential beamforming on a graph with \( M = 5 \).](image)

We deduce that the matrix of interest (for \( M = 5 \)) is

\[
\mathbf{B}^{(3)} = \mathbf{B}^{(3)} \mathbf{I}_{4C}
\]

\[= \begin{bmatrix}
3 & 0 \\
-1 & 3 \\
-1 & -1 \\
-1 & -1 \\
0 & -1 \\
\end{bmatrix},
\]

where the main diagonal contains the degrees (equal to 3) of the vertices of the 4-cliques, each columns represents a 4-clique of the graph, and the sum of the elements of each column is equal to 0. The matrices \( \mathbf{B}^{(3)} \) (of size \( 5 \times 9 \)) and \( \mathbf{I}_{4C} \) (of size \( 9 \times 2 \)) are easily defined as

\[
\mathbf{B}^{(3)} = \begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
-1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & -1 & 1 & 0 & -1 & 0 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 & -1 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 & 0 & -1 & 0 & -1 & 0 \\
\end{bmatrix},
\]

and

\[
\mathbf{I}_{4C} = \begin{bmatrix}
1 & 0 \\
0 & 1 \\
0 & 0 \\
1 & 0 \\
0 & 0 \\
1 & 0 \\
0 & 1 \\
0 & 1 \\
0 & 1 \\
\end{bmatrix}.
\]

As a consequence,

\[
\mathbf{B}^{(3)T} \mathbf{y}^{(3)} = \begin{bmatrix}
3Y_1 - Y_2 - Y_3 - Y_4 & 3Y_2 - Y_3 - Y_4 - Y_5 \\
\end{bmatrix}^T
\]

\[= \begin{bmatrix}
Y^{(3),1} \\
Y^{(3),2} \\
\end{bmatrix}^T
\]

\[= \mathbf{y}^{(3)}.
\]

Therefore, for any \( M \), our new observed signal (of length \( M - 3 \)) is

\[
\mathbf{y}^{(3)} = \mathbf{B}^{(3)T} \mathbf{y}
\]

\[= \mathbf{x}^{(3)} + \mathbf{v}^{(3)}
\]

\[= \mathbf{B}^{(3)T} \mathbf{d}_{\theta_s} \mathbf{X} + \mathbf{B}^{(3)T} \mathbf{v},
\]

where the \( m \)th \((m = 1, 2, \ldots, M - 3)\) component of \( \mathbf{y}^{(3)} \) is \( Y^{(3),m} = 3Y_m - Y_{m+1} - Y_{m+2} - Y_{m+3} \), and the third-order differential beamformer output signal is

\[
Z^{(3)} = \mathbf{h}^{(3)T} \mathbf{y}^{(3)},
\]

where \( \mathbf{h}^{(3)} \) is the third-order differential filter of length \( M - 3 \). We observe that as the order increases, the less flexibility we have in designing this filter. The beam patterns, WNG, and DF are defined similarly to the first-order case. Obviously, the third-order differential MWNG and MDF beamformers resemble the second-order differential MWNG and MDF beamformers given in the previous subsection.

D. Highest Order

The highest order corresponds to \( M - 1 \). The \((M - 1)\)th-order differential beamforming leads to one spatial difference equation connecting all microphones. Obviously, we have a complete graph, \( \mathbf{K}_M \), as shown in Fig. 5 with \( M = 5 \) (fourth-order differential beamforming).

![Fig. 5. Fourth-order differential beamforming on a graph with \( M = 5 \).](image)

In this context and for any \( M \), the matrix of interest, which is actually a vector of length \( M \), is

\[
\mathbf{B}^{(M-1)} = \begin{bmatrix}
M - 1 & -1 & -1 & \cdots & -1 \\
\end{bmatrix}^T,
\]

where its first component is the degree (equal to \( M - 1 \)) of the vertices of \( \mathbf{K}_M \). Therefore, our new observed scalar signal is

\[
Y^{(M-1)} = \mathbf{B}^{(M-1)T} \mathbf{y}
\]

\[= \mathbf{X}^{(M-1)} + \mathbf{V}^{(M-1)}
\]

\[= \mathbf{B}^{(M-1)T} \mathbf{d}_{\theta_s} \mathbf{X} + \mathbf{B}^{(M-1)T} \mathbf{v},
\]

where \( Y^{(M-1)} = (M - 1)Y_1 - Y_2 - \cdots - Y_M \), and the \((M - 1)\)th-order differential beamformer output signal is

\[
Z^{(M-1)} = \mathbf{H}^{(M-1)} Y^{(M-1)},
\]

where \( \mathbf{H}^{(M-1)} \) is the \((M - 1)\)th-order differential gain. We see that with the highest order, we do not have any flexibility except for the distortionless constraint. In this case, we take

\[
\mathbf{H}^{(M-1)} = \frac{1}{\mathbf{B}^{(M-1)T} \mathbf{d}_{\theta_s}}.
\]
V. Simulations

Having explained the fundamentals of differential beamforming on graphs and derived a family of differential beamformers, we study in this section their performance in terms of beampattern, WNG, and DF. Also, we compare them to the recently developed null-constrained differential beamformers [26], [36].

A. Performance of Differential Beamformers on Graphs

We first study the performance of the developed differential beamformers. We consider a uniform linear array (ULA) consisting of five microphones and with an interelement spacing of 1.0 cm. The desired source signal propagates from the endfire direction, i.e., $\theta_{s} = 0^\circ$. Figure 6 plots the performance of the first-order differential MWNG beamformer, i.e., beampattern (at $f = 1.0$ kHz), beampattern versus frequency, and DF and WNG as a function of the frequency. As seen, the designed beampattern has a null at 90°, and a one (maximum) at 0° and 180°, which corresponds to the first-order dipole [18]. It is clearly seen that the beamformer has a frequency-invariant beampattern and achieves an almost frequency-invariant DF of approximately 5 dB.

Figure 7 plots the performance of the first-order differential MDF beamformer. It is also clearly seen that this beamformer has frequency-invariant beampattern and DF. Compared to the MWNG, the MDF beamformer has a higher value of DF but a lower value of WNG, which indicates more serious white noise amplification. While the MWNG and MDF beamformers are derived from the same path graph, which corresponds to the family of first-order DMAs, their performance is different since we use different criteria.

While ULAs are widely used in practice, other geometries are also important. So, we also show an example of a differential beamformer on graphs with a microphone array of arbitrary geometry, which also consists of five omnidirectional microphones. The coordinates of the microphones are random numbers generated with the uniform distribution, with the constraints of $1 \leq r_{m} \leq 2$ cm and $-\pi < \psi_{m} \leq \pi$. The resulting coordinates of the five microphones are, respectively, (0.5, 0) cm, (0.92, 0.77) cm, (−1.0, 0.0) cm, (−0.84, 1.0) cm, and (0.31, −0.95) cm. To show the steering ability, we assume that the desired look direction is 30°, i.e., $\theta_{s} = 30^\circ$. The performance of the MWNG beamformer is shown in Fig. 8. We observe that the beampattern is (almost) frequency invariant, the main beam points in the direction of 30°, and the DF does not vary much with frequency. Comparing Figs. 6 and 8, one can see that the DFs for both the ULA and the array with randomly generated microphone positions are almost the same; but the WNG for the array with random geometry is smaller than that of the ULA. The underlying reason for this is that the array with random geometry has a smaller interelement spacing. Generally, with the same number of sensors and same DF, the smaller are the interelement spacing and aperture of the array, the smaller is the WNG.

We then study the performance of the proposed higher-order differential beamformers with the same conditions as in the
first simulation. The results for the second-order differential MDF (beampattern at $f = 1.0$ kHz, beampattern versus frequency, and DF and WNG as a function of frequency) are plotted in Fig. 9. It is clearly seen that the beampatterns and DFs are almost frequency invariant. One can see that the second-order differential MDF beamformer’s beampattern has three nulls; but the first-order differential MDF beamformer’s beampattern has four nulls. Also, the first-order differential MDF beamformer has higher DF values and lower WNG values than the second-order differential MDF beamformer. This is a major difference with the traditional DMA. In the new approach, the differential beamforming follows the structure of a clique, which does not necessarily correspond to the conventional differentiation.

B. Performance Comparison with the Conventional and Robust Null-Constrained Differential Beamformers

It is worth comparing the new differential beamformers on graphs and the null-constrained differential beamformers of first order as a function of the frequency, $f$, with a ULA: (a) DF and (b) WNG. Conditions: $M = 5$, $\delta = 1.0$ cm, and $\theta_s = 0^\circ$.

where

$$D = \begin{bmatrix} d^H_{h,0} & d^H_{h,1} & \cdots & d^H_{h,N} \end{bmatrix}$$  \hspace{1cm} (77)$$

is a constraint matrix of size $(N + 1) \times M$ and $i_1$ is a vector of length $N + 1$, whose first element is 1 and all its other components are 0. It is assumed that there are $N$ distinct nulls by default. For the design of a beampattern with multiple nulls in the same direction, we can add multiple constraints into the partial derivative of the beampattern [36]. The conventional differential beamformer is designed with $M = N + 1$, so the solution to (76) is [26]

$$h_{\text{DMA}} = D^{-1}i_1.$$  \hspace{1cm} (78)$$

To improve the robustness, more microphones are employed, i.e., $M > N + 1$, which leads to the robust differential beamformer [26]:

$$h_{\text{RDMA}} = D^H (DD^H)^{-1} i_1.$$  \hspace{1cm} (79)$$

As seen from the previous study, the proposed MWNG beamformer’s beampattern corresponds to the dipole, so the target beampattern of the conventional differential beamformers in this simulation is also chosen as the dipole for fair comparison. Simulation conditions are the same as in the first simulation, i.e., with a ULA, $M = 5$, $\delta = 1.0$ cm, and $\theta_s = 0^\circ$. For brevity, we refer to the conventional null-constrained differential beamformer, robust null-constrained differential beamformer, and
the proposed differential beamformer as conventional DMA, robust DMA, and graphs DMA, respectively. Figure 10 plots the WNG and DF of the aforementioned beamformers of the first order as a function of frequency. It should be noted that in Fig. 10(a), three lines (conventional DMA, robust DMA, and graphs DMA with \( P = 4 \)) overlap, and in Fig. 10(b), two lines (robust DMA and graphs DMA with \( P = 4 \)) overlap. From Fig. 10, we make the following observations.

1) The conventional and robust null-constrained differential beamformers have the same DF, but the robust differential beamformer has much higher value of WNG than that of the conventional differential beamformer. 2) The robust null-constrained differential beamformer has the same performance (in terms of DF and WNG) as the optimal compromising beamformer with \( P = 4 \), which corresponds to the MWNG beamformer. 3) The DF of the optimal compromising beamformer decreases while the WNG increases with the value of \( P \). Consequently, one can achieve a good compromise between DF and WNG through choosing a proper value of \( P \).

Figure 11 plots the performance of the second-order differential beamformer under the same conditions. Note that in Fig. 11(a), two lines (conventional DMA and robust DMA) overlap. Similarly, with different values of \( P \), the proposed differential beamformer can nicely compromise between DF and WNG. This shows that the developed differential beamformer provides more flexibility to control the compromise between two performances. We also observe that the optimal compromising differential beamformer on graphs with \( P = 2 \) not only has a higher DF, but also a higher WNG than the robust null-constrained differential beamformer.

C. Performance in Reverberant Acoustic Environments

Finally, we evaluate the performance of the graph DMAs in a reverberant room of size \( 6 \times 5 \times 3 \text{ m} \) simulated using the image model [43]. A diagram of the floor layout of the setup is shown in Fig. 12. All the setup parameters are described in Fig. 12. For simplicity, we assume that the reflection coefficients of all the six walls are identical. We study eight reverberation conditions by setting room reflection coefficients to 0, 0.5, 0.6, 0.7, 0.8, 0.85, 0.9, and 0.95, respectively. The corresponding reverberation times, \( T_{60} \), are approximately 0 ms, 100 ms, 130 ms, 170 ms, 370 ms, 480 ms, 700 ms, and 1000 ms. We first generate the acoustic channel impulse responses from the desired source and interference positions to simulate using the image model [43]. A diagram of the floor layout of the setup is shown in Fig. 12. All the setup parameters are described in Fig. 12.
study, we decompose the desired signal (and impulse response) into the direct path, early reverberation (the first 40 ms), and late reverberation for better evaluation \[45\]. Finally, we add some diffuse noise (with an input SNR of 10 dB) and white Gaussian noise (with an input SNR of 20 dB). The signal length is 30 seconds and the sampling frequency is 16 kHz. The beamforming process is implemented in the STFT domain (the first microphone is chosen as the reference) and the processed signals are transformed back to the time domain using the inverse STFT. For all beamformers, the matrix \( \Gamma_d \) is regularized with a small number of 0.001 to avoid numerical instabilities.

We study the graphs DMA beamformers with \( P = 1, 2, 3, 4 \) of the first order, and compare them with the delay-and-sum (DS), conventional DMA, and robust DMA beamformers (also first order). We are primarily concerned with the robustness, i.e., WNG, and suppressing (late) reverberation, interference, and diffuse noise. For that, we define the signal-to-reverberation ratio (SRR), signal-to-interference ratio (SIR), and signal-to-noise ratio (SNR) for the output signal, respectively, as

\[
\text{SRR} = \frac{E[x_d^2(k)]}{E[x_r^2(k)]},
\]

\[
\text{SIR} = \frac{E[x_d^2(k)]}{E[x_i^2(k)]},
\]

\[
\text{SNR} = \frac{E[x_d^2(k)]}{E[v_{fn}^2(k)]},
\]

where \( x_d(k) \) is the filtered desired signal, \( x_r(k) \) is the filtered late reverberation, \( x_i(k) \) is the filtered interference, and \( v_{fn}(k) \) is the filtered noise. In a similar way, one can define the input SRR, SIR, and SNR before the beamforming process.

Figure \[13\]a plots the results of the SRR. It is seen that the SRR increases with the reverberation time and all beamformers can achieve a higher SRR than the input signal. The graphs DMAs with \( P = 1, 2, 3 \) have the best performance in dealing with reverberation. The graphs DMA with \( P = 4 \) has the same performance as the robust DMA. The DS beamformer has the worst performance in low reverberation, but the conventional DMA yields worse performance than DS in strong reverberation. Figure \[13\]b plots the results of the SIR. It is seen that the graphs DMA with \( P = 4 \) and the robust DMA have the best performance in suppressing the interference. The DS beamformer can only slightly reduce the interference, and the graphs DMAs with \( P = 1, 2, 3 \) achieve a compromised performance.

The results of the SNR in diffuse noise are plotted in Fig. [14]a. In comparison, the graphs DMA with \( P = 1 \) yields the highest SNR in diffuse noise, \( P = 2 \) yields the second-best performance, the conventional DMA and DS beamformers have the lowest SNR in diffuse noise. However, it should be noted that the conventional DMA is designed with two microphones while the DS beamformer is designed with five microphones. The results of the SNR in white noise are shown in Fig. [14]b. As seen, the SNR of the filtered signal is lower than the input signal except for the DS beamformer. This indicates that the white noise is amplified. In practice, we need to control the WNG to a reasonable range, which depends on the sensors’ self noise level as well as imperfections of the designed microphone array. It is seen that the SNR does not vary with \( T_{60} \). This is due to the fact that the diffuse noise and white noise are independent with reverberation. We are generally more concerned with suppressing reverberation, interferences, and diffuse noise, so the proposed methods are advantageous in practice.

VI. Conclusions

In this paper, the concept of graphs has been explored for the design of differential beamformers. In this context, the microphone array is considered as a graph, where the nodes correspond to the sensors, the order of the graph corresponds to the number of microphones, and the set of edges corresponds to some linear spatial difference equations among microphones with proper orders. Based on this, we discussed the fundamentals of differential beamforming from a graph perspective and developed a family of new differential beamformers. The performance of the developed beamformers was demonstrated with a ULA and an array with arbitrary geometry. The graph approach developed in this paper does not only provide new perspectives on differential beamforming, but also enables to develop new differential beamformers with any geometry of arrays.
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