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Abstract

Numerous applications require dealing with broadband signals. Acquiring acoustic data of high quality is a challenging task as the acoustic medium introduces artifacts like noise and reverberations. Thus, a wide variety of tasks, such as source separation, noise reduction, and signal enhancement, utilize wideband beamforming algorithms to mitigate possible artifacts. Implementing the desired beampattern is commonly done by changing the weights of each sensor and by choosing an adequate array geometry. Choosing the array geometry has a major impact on the performance. In three-dimensional problems, the planar geometry is preferred compared to linear geometry.

A main challenge in designing a wideband beamformer is maintaining a constant beamwidth over a wide range of frequencies. In common beamforming methods, the mainbeam becomes narrower as the frequency increases. To avoid non-uniform attenuation and distortion caused by the beamformer, several approaches implementing frequency invariant beamformers were presented in the literature. However, existing methods mostly focus on the azimuth-beamwidth. In practical 3D applications, the elevation angle is not restricted to the array plane. The assumption of arbitrary elevation angle directly affects the directivity factor and the white-noise-gain. In this thesis, we present several approaches in designing constant-elevation beamwidth beamformers on concentric ring arrays (CRAs). In the proposed configuration, all sensors on each ring share the same weight value. This constraint significantly simplifies the beamformers and reduces the resources required in a physical setup.

Based on similar approaches in one-dimensional beamformers design, a window-based constant beamwidth beamformer for CRAs is presented. By analyzing the properties of a continuous ring beampattern, we derive the relation between the beamwidth and the radius of the array. Following, the exact weight value is calculated to attain the desired beamwidth while gradually eliminating sensors from outer rings. We introduce a design method in the low-frequency range that modifies the filters applied to each array element from lowpass filters to bandpass filters. This method exploits the circular geometry and results in better performance compared to beamformers that are designed for linear arrays with an equivalent number of channels (i.e., beamformer order). A directivity index improvement and a time-domain implementation of the theoretical filters are also incorporated in the beamformer design. We demonstrate the advantages
of the proposed beamformers compared to the one-dimensional configuration in terms of different performance measures.

Following, we propose a new approach for designing constant elevation beamformers on nonuniform CRA. Opposed to common solutions that consider uniformly spaced circular arrays, the suggested methodology simultaneously selects the ring placements and designs the beamformer weights that achieve optimal performance. Hence, the suggested beamformer aims to maximize the array directivity factor while maintaining fixed beamwidth. We present the problem constraints and cost function, resulting in a sparse beamformer design. In addition, a uniformly spaced beamformer is incorporated in the optimization cost function to attain improved performance. Time-domain implementation of the ideal beamformer is also presented. Experimental results demonstrate the advantages of the nonuniform beamformer compared to a uniform beamformer.
# Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D</td>
<td>Three-Dimensional</td>
</tr>
<tr>
<td>CRA</td>
<td>Concentric Ring Array</td>
</tr>
<tr>
<td>DF</td>
<td>Directivity Factor</td>
</tr>
<tr>
<td>DOA</td>
<td>Direction of Arrival</td>
</tr>
<tr>
<td>DRR</td>
<td>Direct-to-Reverberant Ratio</td>
</tr>
<tr>
<td>FI</td>
<td>Frequency Invariant</td>
</tr>
<tr>
<td>FIR</td>
<td>Finite Impulse Response</td>
</tr>
<tr>
<td>LP</td>
<td>Low Pass</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum Mean-square Error</td>
</tr>
<tr>
<td>UCA</td>
<td>Uniform Circular Array</td>
</tr>
<tr>
<td>UCCA</td>
<td>Uniform Concentric Circular Arrays</td>
</tr>
<tr>
<td>ULA</td>
<td>Uniform Linear Array</td>
</tr>
<tr>
<td>WNG</td>
<td>White Noise Gain</td>
</tr>
</tbody>
</table>
Notations

$\mathcal{B} [\mathbf{h} (f) ]$ : The designed beampattern
$\mathcal{B}_p (f, R, \theta)$ : Beampattern of a rigid plane piston
$\mathcal{B}_r (f, r, \theta)$ : Beampattern of a continuous ring
$c$ : Speed of sound
$\mathcal{D} (f)$ : Directivity factor
$\mathcal{D}_u (f_j)$ : Directivity factor vector
$d (f, \theta, \phi)$ : Steering vector of the CRA
$d_m (f, \theta, \phi)$ : Steering vector of the $m$th ring
$f$ : Frequency
$f_H$ : The high frequency boundary
$f_L$ : The low frequency boundary
$f (t, r)$ : The time-space representation of a signal
$\mathcal{H}$ : Weight matrix
$H_m (f)$ : The complex gain of the $m$th ring
$\mathbf{h} (f)$ : The beamformer coefficients vector of the CRA
$\mathbf{h}_m (f)$ : The beamformer coefficients vector of the $m$th ring
$J$ : Number of frequency bins
$J_1$ : First-order Bessel function
$k$ : Wavenumber vector
$M$ : Number of rings
$\mathcal{M}$ : Binary mask
$N$ : Number of sensors in the array
$N_m$ : Number of sensors on the $m$th ring
$N_R$ : Number of possible radii
$R$ : Radius of a plane piston
$\mathcal{R} (f, \theta)$ : Ring responses vector
$\mathcal{R}_m (f, \theta)$ : The discrete ring response
$r$ : Ring locations vector
$r_m$ : Radius of the $m$th ring
$r_{m,k}$ : Placement of the $k$th sensor on the $m$th ring
$t$ : Time domain indication
$\mathcal{W} (f)$ : White noise gain
$x(t)$ : An acoustic source signal in time domain

$Y_{m,k}$ : The signal in the output of the $k$th sensor on the $m$th ring in frequency domain

$y_{m,k}$ : The signal arrived to the $k$th sensor on the $m$th ring

$\beta_{BW}$ : Beamwidth amplitude

$\Gamma(f)$ : The pseudo-coherence matrix

$\delta_m$ : The inner space between two adjacent sensors on the $m$th ring

$\theta$ : Elevation angle

$\theta_{BW}$ : The desired beamwidth

$\lambda$ : Wavelength

$\phi$ : Azimuth angle

$\psi_{m,k}$ : Angle of the $k$th sensor on the $m$th ring

$\Omega$ : Frequency space

$\omega$ : Angular frequency

$\nabla^2$ : Laplacian operator

$(\cdot)^T$ : Conjugate transpose operator

$\| \cdot \|_2$ : The $\ell_2$-norm

$\mathbf{1}_{1 \times N}$ : The unit vector of length $N$
Chapter 1

Introduction

1.1 Background and Motivation

Applications in communication, radar, and speech processing require dealing with broadband signals [1]. The main purpose of these applications is to improve the quality of the signal while suppressing interferences and noises [2, 3]. A wide variety of tasks, such as source separation, noise reduction, and signal enhancement, are enhanced by utilizing sensor arrays in these applications [4, 5]. Sensor arrays are constructed of several acoustic sensors arranged in a certain geometrical form. By sampling the arriving signal with spatial diversity, the array outputs can provide various functionalities through processing. Preforming algorithms to spatially filter the input signal from a sensor array is generally referred to as beamforming.

Common beamforming methods, like delay-and-sum [2], employ a single weight value to the entire frequency spectrum. In applications where a signal is composed of various frequency components, these beamforming methods are ineffective. Hence, many frequency invariant (FI) broadband beamformer designs were suggested in the literature over the years [6–15]. These beamformers are designed to yield a FI directivity pattern across all the bandwidth of interest, thus, the output signal is not distorted since each of its frequency components sees the same beamformer. The FI beamformers provided enhanced performances in various tasks while avoiding distortion of the signal of interest. However, most of the suggested beamformers either require more physical hardware and computational complexity or allow model mismatches errors.

In addition to the beamforming algorithm, choosing the array geometry has a major impact on the performance. Therefore, the array geometry should suit the problem specifications. In three-dimensional (3D) problems, the planar array geometry is preferred compared to the uniform linear array (ULA) geometry (which is widely used in numerous beamforming algorithms in the literature) [16–18]. Due to its symmetric geometry and the all-azimuth scan capability, the uniform circular array (UCA) geometry was the main focus among the planar array beamformer designs presented in the last decade. Uniform concentric circular arrays (UCCAs), constructed of multiple rings,
exhibited superior performance in terms of the direction of arrival (DOA) estimation, broadband beamforming, and noise suppression [19–23]. Thus, in applications where the signal of interest may come from any direction, circular arrays are advantageous.

Due to the progress in audio and communication applications, many beamforming methods were proposed for UCCAs over the last decade. A common criterion in designing an FI beampattern is the minimum mean-square error (MMSE). By minimizing the mismatched error between the synthesized and desired beampattern, the optimal beamforming solution is computed. This approach for UCCAs was suggested in [24], and was later incorporated in [25, 26] as an optimization cost function subject to different problem constraints. The employment of convex optimization to attain broadband fixed pattern was also suggested in [27], formulating a second-order cone programming problem. The optimized solution presented better performance compared to conventional beamformers and required fewer adaptive parameters. Thus, the proposed method was later modified to 3D spherical arrays, in [28]. Utilizing convex optimization methods to attain the desired beampattern on circular geometry was also presented in [25, 29–31]. These beamforming algorithms focused on sparse beamformers, minimizing the number of sensors while attaining FI beampattern. A greedy-based sparse design was introduced, optimizing simultaneously the number of rings and the number of sensors in the array. Hence, the results yielded an optimal solution on sparse array layouts. Recently, the use of differential sensor arrays on the circular geometry was investigated in [32–36]. Differential sensor array refers to arrays that combine closely spaced sensors to respond to the spatial derivatives of the acoustic pressure field. Incorporating differential arrays in the circular geometry provided enhanced performance in terms of steering flexibility and beampatterns irregularities.

In spite of the presented benefits, the suggested beamformers obtain several disadvantages:

- Most of the UCCA FI beamformers consider the scenario in which the signal-of-interest arrives from the horizontal plane. However, in practical 3D applications, the elevation angle is not restricted to $90^\circ$. The assumption of arbitrary elevation angle directly affects the directivity factor (DF) and the white-noise-gain (WNG), important performance measures of the array. In addition, solutions derived under this condition may not generalize well to more practical scenarios where the signal-of-interest impinges on the UCCA at an arbitrary oblique elevation angle.

- The presented beamformers consider individual weight values applied on each sensor separately. While providing steering capability, in the aspect of a physical set-up this assumption may require more hardware and computational resources compared to beamformers with reduced degrees of freedom.

- The beamformer design mostly focuses on minimizing the MMSE between the
desired beampattern and the actual beampattern over a range of frequencies. Relaxing the restriction of the desired beampattern outside the main lobe potentially provides superior performance in terms of beamwidth consistency, computational complexity, and the number of physical resources required in the setup [37–39].

A common approach for designing a FI beamformer is focusing on maintaining fixed mainbeam width. That is, beamformers that have a constant beamwidth over a wide range of frequencies, referred to as constant beamwidth beamformers. As mentioned above, conventional beamformers apply different spatial filters in different frequencies, which results in narrowing the mainlobe as the frequency increases. As a result, there is an inverse dependency between the beamwidth and frequency. Note that the FI beamformers on UCCAs are utilized for the design of general broadband beamformers and not necessarily for designing constant beamwidth beamformers. The task of beamforming and constant beamwidth beamforming, in particular, remains a major challenge, especially on planar arrays. Several constant beamwidth beamformers were suggested in the literature for ULAs [40–43]. These methods examined the beampattern characteristics as a function of frequency and applied spatial window function to attain constant beamwidth over a range of frequencies. Recently, constant beamwidth beamformers for UCCAs were presented in [44, 45], enabling control of the elevation and azimuth beamwidth by weighting the sensors on each ring. The sensor weighting considered the alignment of each sensor with the signal path and its corresponding ring position.

Constant elevation beamformers can be incorporated in a system of circular ceiling arrays, covering multiple beamforming zones. This solution can be used in scenarios of multi-speakers settings, such as large conference rooms, auditoriums, and lecture halls. There are several types of beamforming technologies for designing ceiling sensor arrays. The dynamic beamforming approach adaptively steers the mainbeam to the desired speaker direction. The steering is performed by separately sampling each sensor element and applying individual complex weight to each sensor. While there are advantages to adaptive beamforming, such as flexibility in the speaker locations, it usually requires more hardware resources or higher computational complexity. In addition, adaptive beamformers are used to steer the mainbeam to focus on the current speaker. Hence, the performance of such beamformers in practical environments depends on the direct-to-reverberant ratio (DRR) and the speakers’ distance from the array [46, 47]. Moreover, planar arrays are usually constructed of a large number of elements. A multichannel beamforming design that steers the beam adaptively requires a significant number of phase shifters, amplifiers, samplers, and filters. The physical hardware affects the array cost, maintenance, sensitivities to model mismatches, diversity of sensors, and deviation from nominal configuration [48].

Developing ceiling sensor arrays with multiple fixed beam-forming zones that incorporate predetermined recording regions is a way of eliminating the need for beam
steering. Given a room layout and a number of ceiling circular arrays, one can cover the area of interest by combining several fixed beamformers with designated beamwidth as demonstrated in Fig. 1.1. Each signal in the scope of the main beam arrives at the closest array from the broadside with a certain elevation angle.

A system of this type offers the following benefits:

- **Fixed beam direction**: as the source signal is assumed to be within the area covered by the main lobe, there is no need to estimate the source location and steer the beam to the estimated direction.

- **Low resource setup**: by eliminating the need of steering the beam, the proposed design enables the use of fewer A/D samplers, phase shifters, and filters, which is significant in 2D arrays. In the proposed system, all sensors on each ring share joint weights. As a result, an analog summation of all the received signals from a given ring before sampling is allowed.

- **Real-time processing**: since the number of channels in each array is determined by the number of rings (rather than the number of sensors), the beamformer includes fewer filters, has lower computational complexity, and the processing time is faster.

The redundancy of beam-steering in the presented fixed beamformers system permits the use of concentric ring array (CRAs) rather than UCCAs. That is, one can restrict all the sensors on each ring to have the same weights. This restriction allows a significant improvement in computational complexity since the number of weights is
determined by the number of rings in the array, rather than the number of sensors. In addition, designing joint weights for all the sensors on a given ring enables an analog summation of the sensors’ signals before sampling. Accordingly, this design enables to use a single A/D sampler per ring, instead of sampling each sensor individually. In this thesis, constant-elevation beamwidth beamformers are presented. The beamformers are designed for CRA and can be incorporated in a multi-beam system described above.

1.2 Main Contributions

In light of the above-stated drawbacks, this research is focused on several practical design aspects of constant-elevation beamwidth beamformers, applied on CRAs. In the presented work, there are several main contributions to this research:

- A new window-based constant elevation beamformer is suggested, based on a gradual elimination process of outer rings. The proposed elimination maintains fixed beamwidth over a wide range of frequencies. The beamformer weights are calculated in exact form, based on the beampattern characteristics of the array.

- By analyzing the geometrical properties of the CRA, a low-frequency modification is proposed - enlarging the bandwidth for which the beamwidth is attained. An improved directivity index design in frequencies lower than the range limits is also implemented.

- A sparse design of nonuniform CRA is considered, aiming to optimize the directivity factor while maintaining constant elevation beamwidth. The beamformer obtains superior performance in terms of directivity factor, beamwidth consistency, and robustness. A uniformly spaced beamformer is incorporated in the optimization cost function to attain improved performance.

- The proposed beamformers apply the same filter to all the elements on each ring. This constraint lowers computational complexity in design and enables a physical setup that requires fewer resources.

In the remainder of this chapter, we describe two beamformers and indicate the design considerations that motivated the proposed methods.

1.3 Research Overview

The presented research addresses the design of CRA beamformers, with constant elevation beamwidth. The primary goal is to maintain a fixed beamwidth over a wide range of frequencies, under the joint weights constraint. In the suggested methods, different degrees of freedom in the design are considered.
First, a window-based beamformer is proposed. We assume a linearly spaced CRA, with pre-defined radii. By analyzing the characteristics of the beam pattern of a continuous CRA and a planar piston, a gradual elimination method is suggested. Thus, the theoretical relation between the effective radius of the array and the frequency is deployed. Relying on the frequency-radius correspondence, we suggest a new method to maintain a constant beamwidth. The design is based on a similar method proposed in [42], adjusted to the 2-D scenario. The attenuation coefficients are calculated analytically and a precise form of the beamformers weights is presented. By gradually attenuating the outer rings as the frequency increases, the resulting beampattern obtains FI beamwidth over a wide range of frequencies. Moreover, we utilize the geometrical properties of the array to extend the frequency range for which a constant beamwidth is achieved. Hence, the filters applied on each ring in the array are modified from low pass filters to bandpass filters. In addition, we suggest another modification in lower frequencies to improve the array performance. Integrating the two outer-most rings in the beamforming process in out-of-range frequencies yields a higher directivity factor compared to the original design. The advantages of the proposed beamformer are demonstrated in terms of DI, WNG, beamwidth consistency, and sidelobe attenuation compared to a 1-dimensional ULA with an equivalent number of channels. Furthermore, the ability of the proposed beamformer to support variable desired beamwidth is also shown. That is, the beamformers’ competence to attain various beamwidths (under a constant ring constellation and number of sensors) is examined. The simplicity of the suggested beamformer is the main advantage since it is reflected in low computational complexity and practical advantages in physical setups.

An important aspect of designing a beamformer is the geometrical layout of the array. While the window-based approach yields an efficient constant beamwidth beamformer, it does not include optimization of the ring constellation. Thus, we extend the following research to discuss constant beamwidth CRAs with nonuniform ring spacing. The proposed methodology performs two actions: A selection of rings spacing out of a given radii grid and a design of the beamformers weights. The suggested beamformer aims to maximize the array directivity factor while maintaining fixed beamwidth over a wide range of frequencies. To do so, we define a quadric programming optimization problem [49] over the entire frequency range. In the presented beamformer we specify the problem constraints and cost function. The suggested constraints objective is to maintain a fixed beamwidth, control the array response in the signals’ direction-of-arrival, and select the ring placements. Simultaneously, the problems’ cost function is defined to maximize the DI of the array. Hence, the optimal solution is chosen from a rigid grid of possible radii and performed coherently over all the frequency bins. Since the ring locations should be consistent for all frequencies, the optimization is performed over the entire frequency band. In addition, to enforce the desired radii selection for all the frequencies in the range we introduce a binary mask variable. Moreover, we introduce an additional beamformer applied on a linearly spaced CRA with an equal
number of rings. The uniform beamformer is designed by solving an equivalent optimization problem. Since the ring spacing is pre-defined, the optimization is performed for each frequency bin individually. The uniform beamformer is later used as a weighting function, incorporated in the nonuniform cost function. That is, to outperform the uniform beamformer the DF of the resulting uniform beamformer is used as a weighting coefficient for the nonuniform beamformer cost function. The superior performance of the nonuniform beamformer compared to the uniform beamformer will be presented in this research. Furthermore, we show the beamformers’ performance measures given different numbers of rings in the array. In the case of fewer rings, the nonuniform beamformers’ advantages are emphasized.

In a physical setup, the beamformer filters are implemented through temporal finite impulse response (FIR) filters. As a result, in both of the suggested beamformers, a time-domain implementation of the ideal beamformer filters is presented. We determine the temporal FIR filter coefficients by approximating the resulted beamformer response to the ideal beamformer. As will be presented following, we introduce different methods to minimize the number of required filter taps to decrease the number of resources required in a physical set-up. Nonetheless, as specified above all the described beamformers are performed on CRA. Accordingly, the designs enable the use of a single A/D sampler per ring, requiring a significantly lower number of hardware resources and maintenance costs in real-life applications.

1.4 Organization

This thesis is organized as follows. In Chapter 2 we present the scientific background related to this work. We also present the problem formulation and the discussed array constellation. The original contribution of this research starts in Chapter 3, where a window-based constant beamwidth beamformer is suggested for CRAs. A novel design is suggested based on analysis of the theoretical beampattern characteristics and the performance is evaluated compared to a linear array. In Chapter 4, an additional design methodology is presented, which simultaneously selects the optimal ring placements and the applied weight for each frequency. Experimental results show the enhanced performance of the suggested non-uniform beamformer compared to a uniform CRA. Chapter 5 concludes and summarizes the main contributions of this thesis and presents some future research directions.
Chapter 2

Preliminaries

In this chapter, we provide some background for reading this thesis and briefly describe relevant methods and metrics used in the research. First, the fundamentals of wave propagation are described in Section 2.1. Following, Section 2.2 provides an overview of array processing and presents the circular array geometry. We also introduce in Section 2.3 the processing of the spatially sampled impinging wave signals by the sensors array. In this section, the problem formulation is presented for a CRA with joint weights for all the sensors on each ring. Finally, in Section 2.4 the basic components of the array directivity pattern are shown. Furthermore, the performance measures used for the beamformers evaluations are described.

2.1 Propagating Wave Fields

Array Processing involves the use of multiple sensors to receive or transmit a signal. Considering microphone arrays applications, the received signal is an acoustic signal propagating in the speed of sound. Let $f(t, r)$ denote the time-space representation of the input signal. That is, the time domain is represented by $t$ and the space domain is represented by a 3-D coordinates system. The spatial location can be noted by the Cartesian coordinates $(x, y, z)$ or the three dimensional spherical coordinates $(r, \theta, \phi)$, where $0 \leq \phi \leq 2\pi$, $0 \leq \theta \leq \pi$ are the azimuth and elevation angles, respectively. The relations between the Cartesian and spherical coordinates are given in Fig. 2.1.

In a homogeneous, dispersion free and lossless medium the wave equation can be written as:

$$\nabla^2 f(t, r) - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} f(t, r) = 0,$$

(2.1)

where $c$ is the speed of propagation (approximately 340 m/s for acoustic signals propagating in the air), and $\nabla^2$ denotes the Laplacian operator. A solution to Equation
(2.1) for a plane wave can be written as:

\[ f(t, r) = Ae^{j(\omega t - k \cdot r)} , \]  

where \( A \) is a complex constant marking the wave amplitude, \( \omega = 2\pi f \) is the temporal frequency and \( k \) denotes the wavenumber vector. The wavenumber vector indicates the direction of wave propagation and is given as

\[ k = \frac{2\pi}{\lambda} \left[ \sin \theta \cos \phi \sin \theta \sin \phi \cos \theta \right] . \]  

(2.3)

The constant \( \lambda \) denotes the distance the plane wave propagated during a single temporal period \( T = \frac{2\pi}{\omega} \). The wavelength is related to the speed of propagation by \( \lambda = c/f \).

### 2.2 Sensor Arrays

A sensor array refers to a group of independently positioned sensors, used for collecting and processing electromagnetic or acoustic signals. Each sensor samples temporally the impinging signals, which enables improved performance compared to using a single sensor. Using array signal processing, the temporal and spatial properties of the impinging signals interfered by noise and hidden in the data collected by the sensor array can be estimated and revealed. Thus, sensor arrays are used for solving numerous signal processing problems, ranging from source localization, communication, seismology, astronomy, etc.

There are several aspects to be considered when designing a sensor array such as the physical characteristics, hardware restrictions, desired application, and performance.
measures. Selecting the geometry of the array has a major impact on the arrays’ operation and physical constraints of the design. Therefore, the array geometry should suit the problem specifications. Sensor arrays have different geometrical designs, including linear, circular, planar, cylindrical, and spherical arrays. This work is based on circular arrays and therefore we elaborate on this geometry.

The basic circular array is constructed of equally spaced omnidirectional sensor elements on each ring. In this work, we consider a CRA composed of $M$ rings, containing $N_m$ ($m = 1, 2, \ldots, M$) sensors in each ring, and receiving a source signal in the farfield (steered to broadside) as shown in Fig. 2.2.

Given a ring with radius $r_m$, the placement of the $k$th sensor ($k \in [1, N_m]$) on a Cartesian coordinate system is given by:

$$r_{m,k} = r_m \left(\cos \psi_{m,k}, \sin \psi_{m,k}, 0\right), \quad (2.4)$$

where $\psi_{m,k}$ is the angle of the $k$th sensor on the $m$th ring, measured anti-clockwise from the x-axis:

$$\psi_{m,k} = \frac{2\pi (k - 1)}{N_m}. \quad (2.5)$$

2.3 Time-Space Filtering of CRA

As presented in Chapter 1, sensor arrays are used in beamforming applications, spatially filtering the input signals. Given a temporal sample at time $t$, the measurements of the sensor array’s elements are fused together and processed. The underlying spatial information is extracted using the relations between samples. The spatial response of the array is obtained by enhancing signals from certain directions while suppressing
other signals from unwanted directions, forming a beam in the desired direction.

Considering a farfield broadband plane wave \( x(t) \) impinging the CRA from direction \((\theta, \phi)\), where \( \phi \) is the azimuth angle and \( \theta \) is the elevation angle, the signal arriving at any microphone can be represented as

\[
y_{m,k}(t) = x(t - \tau_{m,k}),
\]

\[
\tau_{m,k} = \frac{r_m \sin \theta \cos (\phi - \psi_{m,k})}{c},
\]

where \( c \) is the signal propagation speed, i.e., \( 340 \text{ m s}^{-1} \) for speech signals propagating in the air. The beamformers output is constructed as a weighted output of the sampled signals, attenuated with complex weight values.

When defining the problem in the frequency domain, the time delay is translated to a phase shift. Thus, the signal model is given by

\[
Y_{m,k}(f) = e^{-j2\pi f \tau_{m,k}} X(f),
\]

where \( f \) is the temporal frequency and \( j \) is the imaginary unit with \( j^2 = -1 \). Collecting all the data received across all the microphones of the \( m \)th ring, we get

\[
Y_m(f) = [Y_{m,1}(f), Y_{m,2}(f), ..., Y_{m,N_m}(f)]
\]

\[
= d_m(f, \theta, \phi) X(f),
\]

where \( d_m(f, \theta, \phi) \) is the steering vector of the \( m \)th ring:

\[
d_m(f, \theta, \phi) = \begin{bmatrix}
e^{j\frac{2\pi r_m f}{c} \cos(\phi - \psi_{m,1}) \sin \theta} \\
e^{j\frac{2\pi r_m f}{c} \cos(\phi - \psi_{m,2}) \sin \theta} \\
\vdots \\
e^{j\frac{2\pi r_m f}{c} \cos(\phi - \psi_{m,N_m}) \sin \theta}
\end{bmatrix}.
\]

We can describe the CRA steering vector by concatenating the \( M \) rings steering vectors:

\[
d(f, \theta, \phi) = [d_1^T(f, \theta, \phi), ..., d_M^T(f, \theta, \phi)]^T,
\]

where \( ^T \) denotes the conjugate transpose operator.

In the proposed CRA beamformer design, all the sensors in the \( m \)th ring are multiplied by the same weight value (in a given frequency \( f \)), denoted by \( H_m(f) \). Designing the beampattern under this constraint provides two main advantages in practical applications. First, the computational complexity of designing the beamformer weights is significantly lower. Second, designing joint weights for all the sensors on a given ring enables an analog summation of the sensors’ signals before sampling. In physical systems, this design enables the use of a single A/D sampler per ring, instead of sampling each sensor signal individually, which simplifies the required hardware. A block
diagram of the proposed design is provided in Fig. 2.3.

A source signal arriving in angle \( \theta \) to the circular array is delayed by \( \tau_{m,k} \) according to the sensor placements. The output signals are summed per-ring and sampled. Afterwards, each ring response is filtered by the temporal filters denoted by \( h_m[n] \), where \( m \in [1,M] \). The filter results are later summed and normalized by a normalization filter to yield the output signal.

Given this design restriction, the weigh vector of the \( m \)th ring is given by:

\[
h_m(f) = H_m(f) \mathbf{1}_{1 \times N_m},
\]

where \( \mathbf{1}_{1 \times N_m} \) is the unit vector of length \( N_m \). Let \( N \triangleq \sum_{m=1}^{M} N_m \) denote the total number of sensors in the array. Concatenating all the weight vectors into an \( (N \times 1) \) vector, representing the weights applied on the array elements at frequency \( f \), we obtain

\[
h(f) = [h_1(f), ..., h_M(f)]^T.
\]

The summation of all the weighted output signals yields the CRA beampattern, i.e.,

\[
B[h(f), \theta, \phi] = h^T(f) \mathbf{d}(f, \theta, \phi)
\]

\[
= \sum_{m=1}^{M} H_m(f) \sum_{k=1}^{N_m} e^{j2\pi r_m \cos(\phi - \psi_{m,k}) \sin \theta}.
\]

A property of the discrete CRA array factor shows that with sufficient numbers of microphones on the rings, the beam pattern of the \( m \)th ring is equivalent to a continuous ring of the same radius [50]. The continuous ring beampattern can be approximated
by a zero-order Bessel function and is independent of the azimuth angle $\phi$ [51]. As a result, without loss of generality one can choose $\phi \triangleq 0$, which yields

$$B(h(f),\theta) = \sum_{m=1}^{M} H_m(f) N_m R_m(f,\theta), \quad (2.15)$$

where

$$R_m(f,\theta) = \frac{1}{N_m} \sum_{k=1}^{N_m} e^{j2\pi m f c} \cos \psi_{m,k} \sin \theta \quad (2.16)$$

denotes the discrete ring response. In the next two subsections, we discuss some performance measures taken into consideration when designing beamformers.

### 2.4 Beampattern Characteristics

Each beamformer is designed to serve different requirements, based on the set-up and application. Thus, measuring the array performance depends on the problem specification. In this work, the suggested beamformers aim to maintain a constant elevation beamwidth. In addition, the nonuniform design attempts to also maximize the directivity factor of the array. Hence, to analyze the presented methods, we use related performance metrics.

The beampattern or directivity pattern describes the sensitivity of the beamformer to a plane wave (source signal) impinging on the array from the direction of arrival. We showed in Section 2.3 the mathematical representation of the array beampattern and Fig. 2.4 presents the basic structure of a beampattern. Note that the main beam refers to the central region defined in-between the $-3\text{dB}$ amplitude. Hence, at the beamwidth angle, the main beam decreases $3\text{dB}$ with respect to the maximal value. The sidelobe power can be helpful in attenuating signals from out-of-beamwidth directions. Doing so can attenuate undesirable inferences and noise from the beamformers’ output signal. Hence, one of the measures used to measure the array performance is the sidelobe attenuation.

Another common measure of performance of an array or aperture is the directivity factor. The DF is an important characteristic of any beamformer [52]. Hence, one of the main goals of the beamformers proposed is to maximize the DF of the CRAs. The DF denotes the relative power between the beampattern in the direction-of-interest $(\theta_d, \phi_d)$ with respect to the entire 3-D beampattern. The DF can be interpreted as the beamformer’s ability to suppress spatial noise from directions other than the look
direction. The DF can be written as \[ D(f) = \frac{|B(f, \theta_d, \phi_d)|^2}{\frac{1}{4\pi} \int_0^\pi \int_0^{2\pi} |B(f, \theta, \phi)|^2 \sin \theta d\phi d\theta} \]

\[ = \frac{|h^T(f) d(f, \theta_d, \phi_d)|^2}{h^T(f) \Gamma(f) h(f)}, \] \hspace{1cm} (2.17)

where \( \Gamma(f) \) is the pseudo-coherence matrix whose elements are

\[ \Gamma_{i,j}(f) = \text{sinc} \left( \frac{2\pi f \delta_{i,j}}{c} \right), \] \hspace{1cm} (2.18)

where \( \delta_{i,j} \leq 1 \leq \delta_{i,j} \leq N \) is the Euclidean distance between two microphones, \( i \) and \( j \), in the array.

An additional performance measure is the white noise gain, which is a measure of the array gain in a spatially uncorrelated noise environment. The WNG is an indicator of the beamformer robustness to microphones imperfections and is calculated by

\[ W(f) = \frac{|h^T(f) d(f, \theta_d, \phi_d)|^2}{h^T(f) h(f)}, \] \hspace{1cm} (2.19)
Chapter 3

Window-based Constant Beamwidth CRA

In this chapter, a constant-elevation beamwidth CRA beamformer is presented. We begin with a background on the presented methodology in Section 3.1. In Section 3.2, a theoretical justification for the suggested design is provided. The theoretical justification is based on the beampattern characteristics of the continuous ring array. Section 3.3 introduces the design method of the constant-beamwidth CRA, including a particular consideration to low frequencies and a time-domain implementation of the desired beamformer filters. Section 3.4 evaluates the performance of the proposed beamformer compared to a constant-beamwidth beamformer, of the same order that is designed for ULAs. The ability of the proposed beamformer to support various beamwidths is also examined. Finally, we conclude the window-based CRA beamformer research chapter and discuss future research in Section 3.5.

3.1 Background

We present beamformers with constant elevation beamwidth, covering a pre-defined area of interest. The pre-configured locations of the sensors in the array eliminate the need for beam steering. The weight given to each sensor is derived from theoretical considerations. The exact weight value is calculated to attain the desired beamwidth while gradually eliminating sensors from outer rings. In the design process, we utilize concentric ring arrays (CRAs). That is, we restrict all the sensors on each ring to have the same weights. This restriction allows a significant improvement in computational complexity since the number of weights is determined by the number of rings in the array, rather than the number of sensors.

Our design follows the approach proposed by Rosen et al. [42]. This method demonstrated low computational complexity as well as improved array response results in various scenarios, compared to other methods in the field. The proposed approach utilizes custom-tailored filters for each sensor, manipulating the beampattern beamwidth to
remain constant. The basic idea of the suggested algorithm includes a gradual elimination of active sensors to achieve the desired constant beamwidth in different frequencies. The elimination of the sensors is done by attenuating their signals as the frequency increases. This changes the effective aperture of the array and results in beamwidth consistency. According to this approach, each sensor output is processed by a lowpass filter with different cutoff frequencies, depending on the sensor position. In between the cutoff frequencies, smoothing magnitude coefficients are calculated such that the beamwidth remains constant. In addition, a post-summation normalization is applied to the output result, so the gain at all the frequencies is also constant. This method showed better sidelobe attenuation and robustness to array mismatches compared to other methods.

3.2 Theoretical Analysis

In order to design a constant-beamwidth beampattern for CRA, our suggested beamformer includes a gradual elimination of the outer rings in the array as the frequency increases. In this section, we provide a theoretical justification to the proposed approach by analyzing the nature of the beampattern for continuous CRA geometry.

Let us first examine the beampattern of a rigid plane piston which is dependent on the temporal frequency $f$, the piston radius $R$ and the signal elevation angle $\theta$ as follows [51]

$$B_p(f, R, \theta) = \frac{J_1\left(\frac{2\pi f R \sin \theta}{c}\right)}{\frac{2\pi f R \sin \theta}{c}}, \quad (3.1)$$

where $J_1$ is the first-order Bessel function. Note that due to the symmetry of the problem, the beampattern does not depend on the azimuth angle.

Let $\theta_{BW}$ define the desired beamwidth, achieved in the $-3$ dB amplitude of the beampattern and denoted as $\beta_{BW} \triangleq 0.7$. The constant-beamwidth constraint in a given frequency range defined by $[f_L, f_H]$ implies that:

$$\forall f \in [f_L, f_H]: B_p(f, R, \frac{\theta_{BW}}{2}) = \beta_{BW}. \quad (3.2)$$

Using the beampattern defined in (3.1), we obtain

$$\frac{2\pi f R \sin \left(\frac{\theta_{BW}}{2}\right)}{c} \approx 1.638. \quad (3.3)$$

Since we aim to keep the beamwidth constant, the value of $\sin \left(\frac{\theta_{BW}}{2}\right)$ should not change over a wide range of frequencies. This can be achieved if the value of the product $fR$ is kept constant. Hence, decreasing the piston radius as the frequency increases yields a constant beamwidth.
The CRA geometry contains concentric rings, which effectively sample the piston in discrete radii. The beampattern of a continuous circular ring laying in the x-y plane is:

\[ B_r(f, r, \theta) = J_0 \left( \frac{2\pi f c}{r \sin \theta} \right), \]  

(3.4)

where \( J_0 \) is the zero-order Bessel function and \( r \) is the ring radius [51]. Note that similarly to (3.3), the beamwidth of the beampattern in (3.4) depends on the frequency and ring radius. Hence, as seen in the piston beampattern, to achieve a constant beamwidth, we need to establish a constant \( fr \) relation.

Given a CRA constructed from \( M \) concentric rings, the beampattern will be a weighted sum of the beampatterns shown in (3.4):

\[ B(f, r, \theta) = \sum_{m=1}^{M} H_m(f) J_0 \left( \frac{2\pi f c}{r_m \sin \theta} \right), \]  

(3.5)

where \( H_m(f) \) denotes the weight given to the \( m \)-th ring in the frequency \( f \) and \( r \triangleq [r_1, \ldots, r_M] \) is the radii vector of the CRA rings. By changing the weights given to each ring as the frequency increases, we can control the effective radius of the sampled piston such that the beamwidth will remain constant, as discussed above. In the following section, the beamformers’ design is presented, relying on the radius–frequency relation with a gradual decrease of the effective radius.

### 3.3 Proposed Beamformer Design

As discussed in Section 3.2, the beamwidth of the CRA remains constant if we ensure that the radius–frequency product is constant. Thus, in this section, we suggest a beamformer design that involves the elimination of the outer rings in the CRA as the frequency increases. We also explain the geometric considerations in choosing the number of sensors constructing the array.

All the results shown in this section and in Section 3.4 are for a CRA constructed of \( M = 6 \) rings with radii \( r = [2.5, 5, 10, 15, 20, 25] \) cm having 16 sensors each and a desired beamwidth of \( \theta_{BW} = 30^\circ \). Note that even though the array contains a large number of elements, the number of weights calculated per frequency is determined by the number of rings. For simplicity, the shown results are for a broadside array. The CRA structure and problem formulation are provided in Section 2.2 of this thesis.

#### 3.3.1 Number of Sensors

As mentioned in Section 2.3, the array is constructed of equally spaced discrete sensor elements. To avoid spatial aliasing, the spacing between the elements should be smaller than half of the wavelength \( \lambda \) [51]. Assuming that the sensor placement is uniform on
each ring, the inner spacing should satisfy:

\[ \delta_m = 2r_m \sin \left( \frac{\pi}{N_m} \right) \approx \frac{2\pi r_m}{N_m} < \frac{c}{2f}, \quad (3.6) \]

where \( \delta_m \) is the inner space between two adjacent sensors. Let \( r_{out} \) denote the radius of the outermost effective ring, satisfying \( H_{out}(f) \neq 0 \). From (3.6), the number of sensors on the outer ring in a given frequency \( f \) should comply with

\[ N_{out} > \frac{4\pi r_{out} f}{c}. \quad (3.7) \]

Since we attenuate the outer rings as the frequency increases, \( r_{out} \) is smaller for higher frequencies. Thus, the relation \( r_{out} f \) remains constant. Consequently, the right side of the inequality is constant for a wide range of frequencies. This implies that the number of elements \( N_{out} \) should not change when decreasing the effective radius. As a result, the number of sensors should be constant for all the rings in the CRA.

Equation (3.3) presents the relation between the radius–frequency product and the desired beamwidth for a rigid piston beampattern:

\[ fR \approx \frac{1.638c}{\pi \sin \left( \frac{\theta_{BW}}{2} \right)}. \quad (3.8) \]

Substituting \( fR \) into (3.7) yields the following dependency between the number of sensors and the desired beamwidth

\[ N > \frac{4\pi}{c} \frac{1.638c}{2\pi \sin \left( \frac{\theta_{BW}}{2} \right)} = \frac{3.276}{\sin \left( \frac{\theta_{BW}}{2} \right)}. \quad (3.9) \]

Under the chosen beamwidth restriction, we have \( N > 12.7 \). To verify that the chosen number of discrete sensor elements in the CRA is sufficient, we examine the discretization error between the continuous ring CRA beampattern and the discrete CRA in the following manner:

\[ \varepsilon = \max_{f,\theta} \left| \sum_{m=1}^{M} H_m(f) \left[ R_m(f,\theta) - J_0 \left( \frac{2\pi f}{c} r_m \sin \theta \right) \right] \right|, \quad (3.10) \]

where \( f \in [0.9, 8] \text{ kHz} \) and \( \theta \in [-60^\circ, 60^\circ] \). The evaluation of the maximal error in (3.10) for different numbers of discrete sensors shows that having 16 elements on each ring results in a \( \sim 10^{-6} \) difference between the expected and the achieved beampattern.

### 3.3.2 Calculating the Attenuation Coefficients

The goal of the presented step is to determine the attenuation weights of the beamformer as the frequency increases. In this stage, all the rings are effective in the beamforming process, so that the weight given to each ring is equal to one. As frequency
increases, the outer rings are attenuated until eventually, only one ring contributes to the beamforming process. This gradual elimination process is similar to sampling a piston with a smaller radius for higher frequencies. As explained in Section 3.2, this approach keeps the value of $fR$ constant, resulting in constant beamwidth.

To find the frequency range in which the desired beamwidth remains constant, let us define the lowest and highest frequencies $f_L$ and $f_H$ for which the beamwidth is attained for a given CRA. These frequency bounds are determined by two weight combinations: when all the rings are active, i.e., $H_m (f_L) = 1 \forall m \in [1, M]$, the lower bound of the frequency range satisfies

$$
\beta_{BW} = \frac{1}{N} \sum_{m=1}^{M} R_m \left(f_L, \frac{\theta_{BW}}{2} \right). \quad (3.11)
$$

When only the innermost ring is active, i.e., $H_1 (f_H) = 1$ and $H_m (f_H) = 0$ for $m \neq 1$, the upper bound of the frequency range satisfies

$$
\beta_{BW} = \frac{1}{N_1} R_1 \left(f_H, \frac{\theta_{BW}}{2} \right). \quad (3.12)
$$

To ensure that the beampattern is equal to 1 at boresight, we normalize it by the number of active sensors in the beamforming.

Since (3.11) and (3.12) are difficult to solve analytically, we use the bisection method to find the roots of the above equations in the range $f \in [0, 10]$ kHz. The bisection method yields $f_L = 1617$ Hz and $f_H = 9405$ Hz (we limit the maximal frequency to 8000 Hz). By repeating this process for all $M$ possible array radii constellations (i.e., when all rings are active, the $M - 1$ inner rings are active, etc.), we find the $M$ transition frequencies where the outermost ring is fully attenuated. Given a frequency in the range $f \in [f_L, f_H]$, we can design the beamformer to achieve $\theta_{BW}$, as described next.

We define $f_m$ as the frequency obtaining the desired beamwidth in an $m$ rings array (where $0 < m < M$). We denote the total number of sensors in an $m$ rings CRA as $\hat{N}_m = \sum_{k=1}^{m} N_k$. Given a frequency in the transition band $f \in [f_{m+1}, f_m]$, the $m$ inner rings are active and the $m + 1$ ring is attenuated such that:

$$
H_i (f) = \begin{cases} 
1, & i \in [1, m], \\
0, & i = (0, 1), \quad i = m + 1. 
\end{cases} \quad (3.13)
$$

To obtain the desired beamwidth, the exact weight value, applied on the outer $m + 1$ ring, satisfies

$$
\beta_{BW} = \frac{\sum_{i=1}^{m} R_i \left(f, \frac{\theta_{BW}}{2} \right) + H_{m+1} (f) R_{m+1} \left(f, \frac{\theta_{BW}}{2} \right)}{\hat{N}_m + H_{m+1} (f) N_{m+1}}. \quad (3.14)
$$
Some mathematical manipulations of (3.14) lead to the attenuation amplitude of the outer ring:

\[ H_{m+1}(f) = \frac{\beta_{BW}N_m - \sum_{i=1}^{m} R_i(f, \frac{\theta_{BW}}{2})}{R_{m+1}(f, \frac{\theta_{BW}}{2}) - \beta_{BW}N_{m+1}}. \] (3.15)

Hence, the weight value for the \( m \)th ring (\( m \in [1, M] \)) is given by

\[ H_m(f) = \begin{cases} 
1, & f < f_m, \\
\frac{\beta_{BW}N_{m-1} - \sum_{i=1}^{m-1} R_i(f, \frac{\theta_{BW}}{2})}{R_m(f, \frac{\theta_{BW}}{2}) - \beta_{BW}N_m}, & f_m < f < f_{m-1}, \\
0, & f_{m-1} < f.
\end{cases} \] (3.16)

The array beampattern of the lowpass filters beamformer (designed according to (3.16)) and without them (i.e., the result of a simple summation) are shown in Figure 3.1. We see that in the frequency range \( f > f_L \), the mainlobe width after applying the filters (plot (b)) remains constant, as opposed to the changing beamwidth shown in Figure 3.1a. However, in the lower frequency range \( f < f_L \), the main lobe is wider as the frequency decreases in both cases. The next step of the suggested beamformer aims to extend the frequency range of the constant beamwidth. In the suggested approach, the array filters are designed as bandpass filters, instead of lowpass filters, by utilizing the circular geometry.

### 3.3.3 Weights Adaptation in Low Frequencies

We aim to extend the frequency range for which the beampattern attains the desired beamwidth. To do so, we examine the beampattern of a single ring constructed of discrete sensor elements. As mentioned in Section 2.3, the beampattern of the discrete ring is approximately equal to the continuous beampattern if a sufficient number of sensors is chosen. Hence, the beampattern of the discrete ring is similar to the zero-order Bessel function of the first kind, shown in (3.4).

In the first beamformer design step, we assumed that all the rings are active in low frequencies, resulting in lowpass filters applied on the CRA. As a result, the lowest frequency for which the desired beamwidth is attained depends on the piston beampattern shown in (3.1). However, the beampattern of a single ring allows an extension of the low-frequency range. By assuming that a single ring with radius \( r \) is active, we find that the beamwidth is satisfied if

\[ \frac{2\pi f}{c} r \sin \left( \frac{\theta_{BW}}{2} \right) \approx 1.41. \] (3.17)

From (3.17), we note that at frequencies lower than \( f_L \), the beampattern can attain
the desired beamwidth if we design the array to hold a single active ring. Therefore, we add the following step to the design process: At low frequencies, all the CRA weights are null except for the outer ring. As the frequency increases, we gradually add the inner rings while maintaining a constant beamwidth, until the frequency reaches the lower bound \( f = f_L \). From that point, where all the rings are active in the beamformer, we repeat the gradual elimination of the outer ring as described in the previous section. Having the extended beamwidth approach, the new lower frequency bound is given by

\[
\beta_{BW} = \frac{1}{NM} R_M \left( f_{L_{new}}, \frac{\theta_{BW}}{2} \right).
\]  

Equation (3.18) is satisfied for \( f_{L_{new}} = 940 \) Hz, compared to the lower bound in the original implementation which was \( f_L = 1617 \) Hz. By designing the filters as bandpass filters, we can extend the constant-beamwidth frequency range. To calculate
the weights for the inner rings in the extended range \( f \in [f_{\text{new}}^L, f_L] \), we repeat the bisection process and find the transition frequency bins.

In the suggested design, we denote \( f_m \) as the frequency where the \( M-m \) outer rings are active in the beamformer and the \( m \)th inner ring is gradually enhanced. For \( f \in [f_{m+1}, f_m] \), the weight of the outer ring is \( H_i(f) = 1 \) \( \forall i \in [m+1, M] \) while the inner \( m \)th ring is added to the array such that \( H_m \in (0, 1) \). Since we aim to increase the constant-beamwidth frequency range, the weight given to the inner ring satisfies

\[
\beta_{\text{BW}} = \frac{\sum_{i=m+1}^{M} R_i \left( f, \frac{\theta_{\text{BW}}}{2} \right) + H_m(f) R_m \left( f, \frac{\theta_{\text{BW}}}{2} \right)}{\tilde{N}_m + H_m(f) N_m},
\]

where \( \tilde{N}_m = \sum_{k=m+1}^{M} N_k \) is the total number of sensors in the active outer rings. From (3.19), the weight given to the inner ring in the lower frequency range is

\[
H_m(f) = \frac{\beta_{\text{BW}} \tilde{N}_m - \sum_{i=m+1}^{M} R_i \left( f, \frac{\theta_{\text{BW}}}{2} \right)}{R_m \left( f, \frac{\theta_{\text{BW}}}{2} \right) - \beta_{\text{BW}} \tilde{N}_m}. \tag{3.20}
\]

The beampattern of the extended beamwidth CRA (EXT-CRA) compared to the unmodified CRA in the low-frequency range \( f \in [0, 3000] \) Hz is shown in Figure 3.2. The gradual addition of the rings, starting from the outer ring inwards, provides better beamwidth consistency in frequencies smaller than \( f_L \). For frequencies lower than 940 Hz (for which only the outer ring is active), we cannot modify the beampattern, so the beamwidth is wider as the frequency decreases.

### 3.3.4 Directivity Index Improvement

In Section 3.3.3, the beamformer filters were reshaped to broaden the frequency range that attains the desired beamwidth. We can, however, improve the beamformer’s performance further by relaxing the beamwidth constraint at lower frequencies.

In the suggested step, the weights of the 2 outer rings are modified for frequencies \( f \leq f_{\text{new}}^L \) to maximize the DI. The DI represents the array gain in a diffuse noise environment and is defined as [4]

\[
\mathcal{D} [h(f)] \triangleq \left| \frac{h(f)^T d(f, \theta_0, \phi_0)}{h(f)^T \Gamma h(f)} \right|^2, \tag{3.21}
\]

where the pseudo-coherence matrix \( \Gamma \) is given by

\[
\Gamma \triangleq \frac{1}{4\pi} \int_{0}^{2\pi} \int_{0}^{\pi} d(f, \theta, \phi) d(f, \theta, \phi)^T \sin \theta d\theta d\phi. \tag{3.22}
\]

To improve the DI in low frequencies, we search for the optimal ratio between the outermost ring and the second outermost ring weights under the constraint that the
Figure 3.2: Beampatterns of the 6-ring CRA, (a) without lower frequencies beamwidth extension, and (b) with the extension. The dashed line marks the amplitude in which the BW is defined $\beta_{BW} \triangleq -3$ dB.

beamwidth is wider than $\theta_{BW}$. Hence, we can utilize the circular geometry in the lower frequency range to gain higher DI. A similar approach applied on one-dimensional ULA was suggested in [43]. The results of the proposed design compared to the previous stages are presented in Section 3.4.

3.3.5 Time Domain Filter Implementation

The previous sections presented the desired beamformer response given specified frequency characteristics. In this section, we determine the temporal FIR filter coefficients. The design aims to approximate the resulting beamformer response to the ideal beamformer described above.

The time-domain FIR filters are calculated from their frequency responses using the signal processing toolbox of MATLAB, which minimizes the integrated squared error
defined as [53]:

\[ \epsilon_2 = \int_{0}^{\pi} W(\omega) \left( \hat{H}(\omega) - H(\omega) \right)^2 d\omega, \]  

(3.23)

where \( \omega \) is the normalized frequency, \( W(\omega) \) is the non-negative weighting function, \( \hat{H}(\omega) \) is the actual filter response and \( H(\omega) \) is the ideal response. The FIR filters are designed to have the same number of coefficients to maintain a fixed delay. The number of coefficients is chosen based on the mainbeam constraint [54]. The constraint ensures that the resulting beampattern at \( \theta_{BW} \) is approximately equal to \( \beta_{BW} \) over a grid of frequencies in the range \( f_i \in [f_{L}^{\text{new}}, f_{H}] \):

\[ \epsilon_{BW} = \sum_{i} |B[h(f_i), \theta_{BW}] - \beta_{BW}|^2 \Delta f. \]  

(3.24)

By iterating over a range of possible filter lengths, a 36-coefficient FIR filter per-ring was designed. This length compromises between the mainbeam constraint and the short delay requirement.

In addition, the beamformer should maintain a uniform gain over the whole frequency range to prevent distortion of the input signal. Hence, following the FIR filtering, the output results are summed and processed by an additional FIR normalization filter. The normalization filter taps are calculated by summing the absolute values of the previously calculated sensor filters and multiplied by the number of elements per ring, as described in [42].

The entire design process is summarized in Algorithm 3.1. Note that even though the results shown in this section are for \( \theta_{BW} = 30^\circ \), the proposed beamformer design supports significantly lower beamwidths. However, choosing a smaller beamwidth increases the minimal frequency for which the desired beamwidth is achieved as can be observed from (3.17). Moreover, a lower beamwidth may require more sensors on each ring, as obtained from (3.9).

The weights matrix of the suggested beamformer is shown in Figure 3.3a. The y-axis represents frequency bins used for designing the array filters, and the x-axis represents the ring index (1–6), where index 1 is the innermost ring. Notice the gradual addition of inner rings in the lower frequency range, followed by the elimination of outer rings as the frequency increases. The colorbar indicates the attenuation weight value, ranging from 0 to 1. The final beampattern of the suggested beamformer is presented in Figure 3.3b. The −3 dB amplitude is marked by the dashed white lines, which define the beamwidth. We note that there is a slight degradation in the beamwidth consistency compared to the ideal beampattern, yet overall, the desired beamwidth is attained over a wide range of frequencies.
Algorithm 3.1 Constant-Beamwidth CRA Beamformer Design

Calculate the attenuation weight:
\[
\text{for } m \in [1, M] \text{ do}
\]
\[
\text{find } f_m \text{ by solving: } \beta_{\text{BW}} = \frac{\sum_{i=1}^{m} R_i(f_m, \theta_{\text{BW}})}{\sum_{i=1}^{N_i}} \text{ using the Bisection algorithm.}
\]
\text{end for}

Define \( f_L = f_M \), \( f_H = \min (f_1, 8000) \).
\text{for } f \in [f_L, f_H] \text{ do}
\text{Calculate ring weight based on (3.16).}
\text{end for}

Modify the beamformer to expand the constant-beamwidth frequency range:
\text{for } m \in [1, M] \text{ do}
\text{find } f_m \text{ by solving: } \beta_{\text{BW}} = \frac{\sum_{i=m}^{M} R_i(f_m, \theta_{\text{BW}})}{\sum_{i=m}^{N_i}} \text{ using the Bisection algorithm.}
\text{end for}

Define \( f_{\text{new}}^L = f_M \).
\text{for } f \in [f_{\text{new}}^L, f_L] \text{ do}
\text{Compute the ring weight based on (3.20).}
\text{end for}

Improve the DI in lower frequencies:
\text{for } f \in [0, f_{\text{new}}^L] \text{ do}
\text{let } H_M(f) = 1, \text{ find } H_{M-1}(f) \text{ s.t } h(f)^T \Gamma h(f) \text{ is minimal.}
\text{end for}

Implement the desired filters in time domain.
Calculate the normalization factor for each frequency.

3.4 Performance Analysis

To evaluate the performance of the different beamformers discussed above, we use the DI and WNG measures. We also measure the first sidelobe level of the beampatterns and compare the beamwidth consistency throughout a range of frequencies and different beamwidths. These performance measures are used to compare the following beamformers:

1. Constant-beamwidth ULA, which is designed using the algorithm suggested in [42], based on the symmetry around the central element. The length of the ULA equals the diameter of the CRA, i.e., \( L = 50 \text{ cm} \). The element spacing is \( d = 3.5 \text{ cm} \) to prevent spatial aliasing, and the ULA consists of 15 sensors;

2. A 6-ring CRA applied with the lowpass design (CRA-LP) (as described in Section 3.3.2);

3. A 6-ring CRA with the lower frequency beamwidth extension (EXT-CRA), suggested in Section 3.3.3;

4. The improved DI beamformer (EXT-CRA-I) in low frequencies by allowing a moderate widening of the beampattern, as described in Section 3.3.4.
Figure 3.3: Constant-beamwidth beamformer for 6-ring CRA implemented with temporal FIR filters. (a) Weight values applied on the rings; (b) beampattern.

All the performance measures presented in the following section were calculated after implementing each beamformer in the time domain, as described in Section 3.3.5. Note that even though the number of sensor elements in the CRA is larger compared to the ULA, the suggested CRA beamformer is composed of only 6 channels (equivalent to the number of rings in the array). Moreover, the beamformer is designed to attain constant elevation beamwidth with efficient application in a physical setup. As a result, the existing UCCA beamformers (mentioned in the introduction) which require considerably more physical equipment and computational resources are not presented in this section.
3.4.1 Beamwidth Consistency

The main objective of the proposed beamformer is to design a constant-beamwidth beampattern over a wide range of frequencies. Figure 3.4 presents the beamwidth of each beamformer as a function of frequency. Compared to the CRA-LP design, the adaptation of the weights in lower frequency (EXT-CRA) results in smaller beamwidth in the frequencies $f \in [940, 1617]$ Hz. Furthermore, for frequencies lower than 940 Hz, the beamwidth increases as the frequency decreases for all the examined beamformers. However, the beamwidth after the suggested modification is smaller compared to CRA-LP and the ULA. In addition, we note that the DI improvement in the EXT-CRA-I beamformer affects the attained beamwidth compared to the EXT-CRA. Due to the time domain implementation, there is an inconsistency of the beamwidth in lower frequencies for the EXT-CRA beamformer. The EXT-CRA-I incorporates an additional ring in the beamforming process, which smoothes the ideal frequency response at lower frequencies. Hence, the frequency responses of the FIR filters are closer to the desired responses, which improves the beamwidth consistency in the lower frequency range.

3.4.2 Directivity Index and White Noise Gain

The WNG is a measure of the array gain in a spatially uncorrelated noise environment, which is a good indicator of the performance robustness to sensor imperfections. The WNG is calculated as [4]

$$W(\mathbf{h}(f))) = \frac{||\mathbf{h}(f)^T \mathbf{d}(f, \theta_0, \phi_0)||^2}{\mathbf{h}(f)^T \mathbf{h}(f)}.$$  \hspace{1cm} (3.25)

Figure 3.5 shows the performances of the discussed beamformers in terms of DI and
Figure 3.5: Performance measures for CRA-LP (solid line with circle), EXT-CRA (dashed line with asterisks), EXT-CRA-I (dotted line with squares), and ULA (dash-dotted line with triangles): (a) DI, and (b) WNG, as a function of frequency.

WNG. Notice that the CRA geometry achieves higher DI compared to the ULA. In the frequency range $f > 1620$ Hz, the average difference is 7 dB. Note the improvement in terms of DI between CRA-LP and the EXT-CRA beamformer in the lower frequency range. Furthermore, the EXT-CRA-I design achieves higher DI around $f = 846$ Hz compared to EXT-CRA, as desired.

The WNG comparison in Figure 3.5b shows that the WNG of the CRA is 10 dB higher than the ULA for frequencies in the range $f > 1620$ Hz. Since the number of sensors in the LP-CRA is significantly higher than the number used in the ULA, it is more robust to incoherent noise due to electronic noise and errors in the sensor placing. Moreover, despite the improvements in beamwidth consistency, the WNG was smaller than the WNG achieved with the non-modified CRA beamformer. For frequencies $f < f_L$, there is a 8 dB difference between the CRA-LP beamformer and the EXT-CRA beamformer.

3.4.3 Sidelobe Attenuation

The sidelobe attenuation can be helpful in attenuating signals from out-of-beamwidth directions and improving the directivity index. Figure 3.6 shows the beampatterns of the EXT-CRA-I and ULA beamformers calculated at different frequencies in the range $f \in [2000, 8000]$ Hz. In terms of sidelobe attenuation, we see that the first sidelobe of the EXT-CRA-I beamformer is lower than the sidelobe of the ULA by 7 dB. The primary reason for the better side-lobe attenuation performance in the proposed algorithm is the explicit calculation of the beampattern beamwidth for every frequency bin, with attenuation of outer rings. Thus, most of the beampattern power is concentrated within the mainbeam and the leakage to the sidelobes is minimized. Furthermore,
we observe that both arrays satisfy the beamwidth constraint. By utilizing the post-normalization filter a uniform gain beampattern is achieved over the entire frequency range, as desired.

3.4.4 Beamwidth Variability

An important characteristic of a constant-beamwidth beamformer is its ability to support variable system specifications. Thus, in this section, we present the beamformers’ performance for different desired beamwidths. That is, the beamformers’ competence to attain various beamwidths (under a constant ring constellation and number of sensors) is examined. Figure 3.7 shows beampatterns for $\theta_{BW} = [20^\circ, 30^\circ, 40^\circ, 50^\circ]$ of the EXT-CRA beamformer. Note that under a similar geometry, the proposed beamformer attains multiple specified beamwidths. Marked by dashed lines, the beamwidth remains...
consistent throughout a wide range of frequencies. As the required beamwidth is wider, the minimum frequency for which it is attained decreases. The relation between the lower bound frequency and the beamwidth was shown in (3.17). At lower frequencies, only the outermost ring is active while the rest of the rings are fully attenuated. Consequently, the radius is constant and the lower frequency bound is inversely dependent on the desired beamwidth.

Moreover, as the beamwidth is wider, the sidelobe levels are higher in high frequencies ($f > 6$ kHz). The attenuation of outer rings occurs in lower frequencies for wider beamwidths. As a result, as the frequency increases, the significant weight is applied to the innermost ring. Since the ring beampattern shares the characteristics of the zero-order Bessel function, the first sidelobe is closer as the frequency increases. Hence, as the inner ring is more dominant for a given wider beamwidth, the sidelobes are emphasized in higher frequencies.

The beamwidth and the sidelobe level affect the beamformers’ performance. The DI and WNG for the different beamwidths are presented in Figure 3.8. As expected, the DI
increases as the beamwidth is narrower. Note that the maximal DI for each beamwidth is obtained at lower frequencies for wider beamwidths. In addition, the decrease of the DI in higher frequencies is shown for $\theta_{\text{BW}} = [30^\circ, 40^\circ, 50^\circ]$. The degradation is caused due to the sidelobe levels, as discussed above.

By examining the WNG plot, we note that as the beamwidth is wider, the increase and the following decrease of the WNG occurs at smaller frequencies. Since the beamwidth is achieved at lower frequencies, the gradual addition of inner rings increases the WNG. When all the rings in the CRA are active, the attenuation of the outer rings gradually reduces the WNG. As the number of sensors is equal per ring, the WNG graphs present an equivalent trend with shifting along the frequency axis.

### 3.5 Summary

We have introduced beamformers for concentric ring arrays, designed to have a constant beamwidth over a wide range of frequencies. The suggested beamformers are designed to be incorporated in a multi-beam system of circular ceiling arrays. We described the advantages of the discussed system and the specifications required from the beamformer. The proposed design applies the same filter to all the elements on each ring. This constraint lowers computational complexity in design and enables a physical setup that requires fewer resources. In addition, we modified the lower frequency band by reducing the number of active rings in that range. The suggested modification utilizes the geometrical properties of the array to extend the frequency range for which a constant beamwidth is achieved. We also added an improved directivity index design in frequencies lower than the range limits and implemented the beamformer in the time domain with FIR filters. The proposed beamformer showed superior performance in
terms of directivity index, white noise gain, beamwidth consistency and sidelobe attenuation, compared to a constant-beamwidth beamformer of the same order, designed for a ULA.
Chapter 4

Constant-Beamwidth Nonuniform CRAs

This chapter introduces improved directivity factor beamformers, with constant beamwidth. Unlike the method proposed in Chapter 3, the presented methodology discusses nonuniformly spaced rings arrays. Moreover, the beamformers’ weights are determined by solving an optimization problem (rather than a pre-defined window function). The principal concept of the suggested beamformer is presented in Section 4.1. In Section 4.2, the optimization constraints, the cost function, and the design algorithm are introduced. The performance of the suggested beamformers is evaluated in Section 4.3, following with conclusions drawn in Section 4.4.

4.1 Background

In the previous chapter, we have presented a window-based beamformer, applied to a uniformly spaced CRA. In this chapter, we discuss two constant-beamwidth beamformers, with different degrees of freedom. In the proposed designs, the rings’ positions are selected by solving an optimization problem. Thus, the resulting CRA constellation is not restricted to be uniformly spaced. In addition to the constant beamwidth constraint, the proposed methods aim to maximize the array directivity factor. Hence, we introduce constant beamwidth beamformers with improved DF, designed for CRA geometry. First, we define a quadric programming optimization problem [49], aiming to maximize the DF while maintaining a constant beamwidth on a set of linearly spaced UCCA. Since the geometry is set, we perform the optimization on each frequency bin individually. Following, we propose a constant beamwidth beamformer with no predefined radii locations. To achieve the maximal DF while maintaining the specified beamwidth, we propose a methodology to simultaneously choose the optimal ring locations and design the beamformer weights. The number of rings in the array is specified before performing the optimization. The optimal solution is chosen from a rigid grid of possible radii and performed coherently over all the frequency bins. To
ensure equal or better DF compared to the incoherent beamformer, the DF of the incoherent beamformer is incorporated in the nonuniform beamformer cost function.

As mentioned in Section 2.2, the suggested beamformers utilize the CRA geometry. That is, in all of the suggested beamformers the microphones in each ring share joint weights. Each ring in the CRA is constructed from equally spaced omnidirectional microphones. To avoid spatial aliasing the inter-sensor distance \( \delta \) should be smaller than half the minimal wavelength \( \lambda_{\text{min}} \), meaning that \( \delta \leq \lambda_{\text{min}}/2 \). Consequently, the inner spacing on each ring should satisfy

\[
\delta_m = 2r_m \sin \left( \frac{\pi}{N_m} \right) \approx \frac{2\pi r_m}{N_m} \leq \frac{c}{2f_m^{\text{max}}},
\]

where \( \delta_m \) denotes the inner spacing between two adjacent microphones on the \( m \)th ring. The highest frequency in which the \( m \)th ring is effective in the beamforming process is marked by \( f_m^{\text{max}} \). Thus, in frequencies in the range where \( f_m^{\text{max}} < f \) the \( m \)th ring is completely attenuated. From (4.1), the number of equally spaced elements in ring \( m \) is given by

\[
N_m = \left\lceil \frac{4\pi r_m f_m^{\text{max}}}{c} \right\rceil.
\]

Since the number of microphones in each ring should be an integer, the value in (4.2) is rounded up.

The DF is an important characteristic of any beamformer [52]. Hence, one of the main goals of the beamformers proposed is to maximize the DF of the CRAs. The DF denotes the relative power between the beampattern in the direction-of-interest \((\theta_d, \phi_d)\) with respect to the entire 3-D beampattern. The DF can be interpreted as the beamformer ability to suppress spatial noise from directions other than the look direction. While the DF is an important measure of the beamformer performance (especially in 3-D broadband applications), most of the existing works on designing UCCA beamformers do not consider the DF as an optimization parameter. In the following sections, the beamforming algorithms include DF optimization, and the results are presented in Section 4.3. For simplicity, all the results shown in this chapter regard the direction-of-interest as the boresight direction of the CRA.

### 4.2 Array Pattern Synthesis

In this section, a nonuniform constant beamwidth beamformer is suggested. The CRA has no pre-arranged ring locations, which are selected dynamically in the design process. The beamformer weights are designed by solving a quadratic programming optimization problem. The objective of the optimization problem is to maximize the DF under a set of constraints to ensure constant beamwidth. The user-defined parameters are the desired beamwidth and the number of rings in the CRA. Ultimately, the sparse problem
solution selects a set of ring locations out of a rigid grid of possible radii. Since the ring locations should be consistent for all frequencies, the optimization is performed over the entire frequency band. In this section, an additional beamformer is presented. This design is proposed for uniformly spaced CRAs, solving an equivalent optimization problem on a pre-defined set of rings. The solution of the uniform beamformer is then utilized in the nonuniform beamformer to attain superior performance.

The following section describes several components in the beamformer design: First, the problem constraints are presented in Section 4.2.1. The optimization constraints are defined to attain constant beamwidth over a wide band of frequencies while selecting a subset of rings out of a radii grid. Next, Section 4.2.2 discusses the optimization cost function. The cost function is constructed of weighted summation of the DF over different frequencies. The frequencies are weighted based on the result of an additional optimization problem, designed for uniformly spaced CRA. Hence, we present the uniform CRA beamformer and the weighting method. The uniform beamformer performance will be shown in Section 4.3 in comparison with the nonuniform beamformer. Finally, the time-domain implementation of the ideal beamformer is suggested in Section 4.2.3.

We denote the uniformly discretized frequency space as \( \{f_j\}_{j=1}^{J} \in \Omega \), containing \( J \) frequency bins. Out of a high-resolution grid of possible ring positions, a set of ring positions is selected by solving an optimization problem. The grid from which the ring locations are chosen is denoted by \( r = [r_1, r_2, ..., r_{N_R}] \). The grid vector contains \( N_R \) radii, indicating the number of optional ring radii in the grid. By setting the number of desired rings in the optimized array to \( M \), the objective of the optimization problem is to find a set of \( M \) radii out of the possible \( N_R \) radii. Therefore, \( \forall f_j \{f_j\}_{j=1}^{J} \in \Omega \) the weights vector applied on the array satisfies:

\[
h(f_j) = \begin{cases} 
\{H_k(f_j)\}_{k \in K}, & \text{for selected rings} \\
0, & \text{otherwise,}
\end{cases}
\]  

(4.3)

where \( K \) is the set of \( M \) chosen indices i.e. \( K \subseteq [1, N_R] \). The chosen indices should be identical over the entire frequency space \( \Omega \).

### 4.2.1 Optimization Constraints

The beamformer is designed to have frequency-invariant characteristics by incorporating several constraints on the beampattern. First, to ensure that rings selected between different frequencies are all the same, a binary mask variable is introduced \( \mathcal{M} \). Each column of \( \mathcal{M} \), constructed of nulls and ones, indicates the selected radii at the corresponding frequency bin. Accordingly, the binary mask is of size \( N_R \times J \). Similarly, we define the weight matrix applied on the array as \( \mathcal{H} \). The array weight matrix is constructed from the CRA weights vectors over the entire frequency range, as shown
in (2.13):

\[
\mathcal{H} = \begin{bmatrix}
    h(f_1) & h(f_2) & \cdots & h(f_J)
\end{bmatrix}.
\]  

(4.4)

The binary mask is used to enforce the selected radii on the beamformer weight matrix. The correlation is achieved by the following constraint:

\[
\mathcal{C}_1 : \mathbf{0} \leq \mathcal{H} \leq \mathcal{M},
\]  

(4.5)

where \(\mathbf{0}\) is the zero matrix of size \(N_R \times J\). Constraint (4.5) enforces the beamformer weights to be different from null only for the selected rings. That is, for each matrix element in indices \((k, j)\) we get

\[
\mathcal{H}_{(k,j)} = \begin{cases}
    \mathcal{H}_k(f_j), & \text{if } \mathcal{M}_{(k,j)} = 1 \\
    0, & \text{if } \mathcal{M}_{(k,j)} = 0,
\end{cases}
\]  

(4.6)

where \(0 \leq \mathcal{H}_k(f_j) \leq 1\) (avoiding negative amplification values).

An additional constraint is required to guarantee that the number of rings is equal to \(M\). When this constraint is enforced,

\[
\mathcal{C}_2 : \mathcal{M}^T \mathbf{1}_{N_R \times 1} = M \cdot \mathbf{1}_{N_R \times 1},
\]  

(4.7)

each column of \(\mathcal{M}\) is compelled to include exactly \(M\) values different than 0. However, \(\mathcal{C}_2\) does not secure that the selected rings between different frequency bins are identically located. A dependency between frequencies can be established by requiring that

\[
\mathcal{C}_3 : \forall j \in [1, J-1] \quad \| \mathcal{M}_j - \mathcal{M}_{j+1}\|_2^2 = 0,
\]  

(4.8)

where \(\| \cdot \|_2\) is the \(\ell_2\)-norm and \(\mathcal{M}_j\) is the \(j\)th column of the binary mask. A correspondence is formed between adjacent frequency bins using constraint \(\mathcal{C}_3\). The binary mask must have every adjacent column identical to obtain \(\mathcal{C}_3\). So, the optimization problem ensures that rings are consistently selected across the entire frequency range. Note that Constraint (4.8) is defined in a quadric form to maintain the convexity of the optimization problem.

Next, a constraint to avoid distortion of the signal of interest is introduced. The distortionless response constraint is given by

\[
\mathcal{C}_4 : \forall \{f_j\}_{j=1}^J \in \Omega \quad \mathcal{H}_j^T \mathcal{R}(f_j, \theta_d) = 1,
\]  

(4.9)

where \(\mathcal{R}(f, \theta)\) denotes the ring responses vector, constructed from the response beampattern of each ring in the grid (defined in (2.16)). The \(j\)th column of the weight matrix is denoted by \(\mathcal{H}_j\) (meaning the filter applied on the array at frequency \(f_j\)). Under constraint \(\mathcal{C}_4\), the beampattern is equal to 1 at the direction of arrival.
Additionally, the design of the beamformer aims to maintain a constant beamwidth across a large frequency range. Accordingly, we denote a range of angles of interest by $\Theta$, i.e., the elevation angles enclosed within the main beam $\left[0, \frac{\theta_{\text{BW}}}{2}\right] \in \Theta$. We define the concatenated beampattern power vector at an elevation angle $\theta_i$ over a set of frequencies as

$$B(\theta_i) = \begin{bmatrix}
H_1^T \mathcal{R}(f_1, \theta_i) \\
H_2^T \mathcal{R}(f_2, \theta_i) \\
\vdots \\
H_J^T \mathcal{R}(f_J, \theta_i)
\end{bmatrix},$$  

and denote a set of linear constraints for elevation angles within the mainbeam:

$$C_5 : \forall \theta_i \in \Theta \, B(\theta_i) \geq \beta_{\text{BW}} \cdot \mathbf{1}_{J \times 1},$$  

where $\beta_{\text{BW}}$ marks the $-3$ dB amplitude. Hence, the beampattern magnitude within the mainbeam should be greater or equal to the magnitude value at the desired beamwidth. It should be noted that the CRA is constructed from a sufficient number of microphones on each ring, as discussed in Section 4.1. As a result, the array is independent of the azimuth angle $\phi$. Therefore, we choose an arbitrary value of $\phi$ during the optimization process.

### 4.2.2 Directivity Factor Maximization

The constraints presented in Section 4.2.1 form a constant beamwidth beamformer with a distortionless response. Under the specified constraints, a set of $M$ rings is chosen from a grid of possible places. As our objective is to maximize the DF under the distortionless response constraint in (4.9), the cost function can be defined as the sum of all the DF denominators within the frequency range:

$$\min_{\mathcal{H}, \mathcal{M}} \sum_{j=1}^{J} \mathcal{H}_j^T \Gamma(f_j) \mathcal{H}_j.$$  

The arguments in the summation are all non-negative. Therefore, the algorithm seeks to determine the optimal constellation of rings to minimize the overall summation result. Note, however, that the optimization is performed not only on the beamformer weights but also on the locations of the rings. In theory, a reduced-degrees-of-freedom optimization may outperform the sparse optimization presented above. If there is a known ring spacing, the optimization can be solved incoherently per frequency bin, which may result in a greater DF in certain frequencies. We suggest a weighted cost function to improve the performance of the nonuniform beamformer. The weighting coefficients would incorporate the results of an incoherent optimization (conducted on a set of uniform rings), as we will demonstrate next.
Incoherent Optimization of Uniform CRA

In this section, we consider an optimization problem involving equally-spaced rings. In the uniform scenario, the number of rings and their locations are pre-selected. The solution of the beamformer will be used as a weighting value for the nonuniform beamformer. The uniform beamformer weights are calculated by solving an optimization problem using quadratic programming, defined to optimize the DF in each frequency bin (given determined ring placements). The problem constraints in Section 4.2.1 are modified to allow solving each frequency bin independently, as follows: For each frequency, $f_j$, the distortionless constraint is given by

$$C_1 : h^T(f_j) d(f_j, \theta_d, \phi_d) = 1. \quad (4.13)$$

Under this constraint, the DF is maximized by

$$\min_{\mathbf{h}(f_j)} h^T(f_j) \Gamma(f_j) h^T(f_j). \quad (4.14)$$

The desired beamwidth is obtained by requiring

$$C_2 : \forall \theta_i \in \Theta \; h^T(f_j) d(f_j, \theta_i, \phi) \geq \beta_{\text{BW}}. \quad (4.15)$$

Furthermore, to avoid negative amplification values, a third constraint on the weights amplitude is added:

$$C_3 : \forall H_m(f_j) \in \mathbf{h}(f_j) \; 0 \leq H_m(f_j) \leq 1. \quad (4.16)$$

To sum up, given a frequency $f_j$ the uniform constant beamwidth beamformer weights are calculated by:

$$\min_{\mathbf{h}(f_j)} h^T(f_j) \Gamma(f_j) h^T(f_j)$$

s.t. \hspace{1cm} $h^T(f_j) d(f_j, \theta_d, \phi_d) = 1$

$$h^T(f_j) d(f_j, \theta_i, \phi) \geq \beta_{\text{BW}} \; \forall \theta_i \in \Theta$$

$$0 \leq H_m(f_j) \leq 1 \; \forall H_m(f_j) \in \mathbf{h}(f_j). \quad (4.17)$$

The uniform beamformer is designed by solving (4.17). Following, the DF of the uniform beamformer is calculated at each frequency according to (2.17). We define the uniform beamformer DF vector as $\mathbf{D}_u = [D_u(f_1), D_u(f_2), \cdots, D_u(f_J)]$, where $D_u(f_j)$ is the DF value of the uniform beamformer at frequency $f_j$. Next, the uniform beamformer DF will be incorporated in the nonuniform beamformer to yield superior performance of the nonuniform CRA.
Cost Function Modification

To outperform the uniform beamformer, $D_u$ is used as a weighting coefficient for the nonuniform beamformer cost function as:

$$\min_{H, M} \sum_{j=1}^{J} D_u(f_j) H_j^T \Gamma(f_j) H_j.$$

(4.18)

The weight value in frequency bins in which the uniform beamformer demonstrates a high DF value will be higher. Since the cost function aims to minimize the summation overall, the nonuniform beamformer will be impacted more by high-weighted frequency bins. Therefore, high weighted frequencies would affect the DF denominator and minimize its value. As a result, in frequency bins with higher weight values, the nonuniform beamformer would result with equivalently high DF. Hence, compared to the uniform beamformer, the nonuniform beamformer would produce a similar or better performance.

The sparse constant-beamwidth beamformer can be derived by solving the optimization problem:

$$\min_{H, M} \sum_{j=1}^{J} D_u(f_j) H_j^T \Gamma(f_j) H_j$$

s.t. $0 \leq H \leq M$

$$M^T 1_{N_R \times 1} = M \cdot 1_{N_R \times 1}$$

$$\|M_j - M_{j+1}\|_2^2 = 0 \quad \forall j \in [1, J - 1]$$

$$H_j^T R(f_j, \theta_d) = 1 \quad \forall \{f_j\}_{j=1}^{J} \in \Omega$$

$$B(\theta_i) \geq \beta_{BW} \cdot 1_{J \times 1} \quad \forall \theta_i \in \Theta.$$

(4.19)

4.2.3 Time Domain Filter Implementation

In a physical setup, the beamformer filters are implemented through temporal finite impulse response (FIR) filters. In the previous section, the weight matrix described the ideal beamformer given the problem constraints. In this section, we approximate the ideal beamformer by using FIR filters implemented in the time domain.

To achieve an accurate beamformer response with a sufficient number of filter taps, the ideal filters should be continuous. Therefore, an additional pre-processing step is added to the beamformer design: After solving (4.19), we examine the resulting weight matrix. For each ring (chosen by the optimized solution) an effective frequency band is determined. That is, we determine the frequency range in which each ring participates in the beamforming process (attenuated with a weight value above 0). In the following step, the incoherent optimization as in (4.17) is repeated. However, this time the optimization is performed on the set of non-uniformly spaced rings that participate in each frequency. This step yields an improved weights matrix, with smoothed filters per
Algorithm 4.1 Nonuniform Constant Beamwidth CRA

**Initialization:** set the desired number of rings in the array $M$, the discretized frequency space $\Omega$ and the elevation angle range $\Theta$.

**Weighting Coefficients Calculation:**
define a uniformly spaced CRA with $M$ rings.

for $f = f_j \ \forall f_j \in \Omega$
do
    solve (4.17).
    update $D_{au}$ at $f_j$.
end for

**Design the Sparse Nonuniform Beamformer:**
define the radii grid $r$.
solve (4.19).

**Smooth the Weight Matrix:**
for $f = f_j \ \forall f_j \in \Omega$
do
    define the effective rings in the CRA.
    solve (4.17) on the nonuniform geometry.
end for

**Implement the Desired Filters in Time Domain.**

The suggested pre-processing step has two significant advantages. First, the desired filters responses are modified to continuous forms. Having a smooth frequency response requires fewer FIR coefficients to achieve an approximate response of the ideal characteristics. Thus, in the perspective of a physical setup, the designed beamformer requires fewer resources, maintenance and is lower in cost. Second, having a restricting effective frequency range for each ring enables the use of fewer microphones per ring. Note that in (4.2) the number of microphone elements on each ring is determined by the maximal frequency in which the ring is effective. Without the bandwidth limitation, for each ring we get $\forall m \in [1, M] \ f_{max}^m = 8$ kHz. By adding the frequency restriction, some rings will have a lower value of $f_{max}^m$, meaning that fewer microphones are required in the CRA.

Following the weight matrix modification, the FIR filters were designed for each ring using the MATLAB Signal Processing toolbox. The design process minimizes the integrated square error between the actual filter response and the ideal filter response [53]

$$\epsilon = \int_0^\pi \left(\hat{H}(\omega) - H(\omega)\right)^2 d\omega,$$

(4.20)

where $\omega$ is the normalized frequency, $\hat{H}(\omega)$ is the actual filter response and $H(\omega)$ is the ideal response. To maintain a fixed time delay, all the FIR filters were designed to have 32 coefficients each. The design process of the nonuniform constant beamwidth beamformer is summarised in Algorithm 4.1.
4.3 Experimental Results

In this section, we compare the uniform beamformer (U-CRA) and the nonuniform beamformer (NU-CRA), both designed to attain constant elevation beamwidth while maximizing the DF. The results shown in this section are for CRA beamformers designed to attain the beamwidth of $\theta_{BW} = 30^\circ$. The beamwidth is defined at the $-3$ dB amplitude, marked as $\beta_{BW}$. The number of the microphone elements in each ring is set according to (4.2) to prevent spatial aliasing. Note that for both beamformers the bandwidth limitation for each ring was applied. As described in Section 4.2.3, following the initial optimization, a pre-processing step was added, restricting each ring to be effective at specified frequency bands. The optimization problems shown in (4.17) and (4.19) were solved using MATLAB CVX toolbox [55]. Next, the filters were implemented in the time domain and applied to the CRAs. It should be mentioned that the computation time of the U-CRA beamformer is lower than the NU-CRA beamformer (depending on the grid size). However, the NU-CRA beamformer results in better performance measures as will be presented next.

The NU-CRA beamformer weights were calculated for a grid containing $N_R = 100$ equally spaced rings in the radii range $r \in [0, 25]$ cm. A set of $M = 5$ rings where selected from the problem solution at radii $r_{opt} = [2, 4.8, 8.1, 13.9, 25]$ cm, with approximately logarithmic scaling of 2, as shown in Fig. 4.1(a).

The resulting ring spacing is not linear, and the spacing between two adjacent rings is gradually growing from the inner ring to the outer rings. Figure 4.1(b) shows the beamformer weights. The y-axis represents frequency bins used for designing the array filters, and the x-axis represents the ring index (1-5), where index 1 is the inner-most ring. In the lower frequency range, the optimized solution includes solely the outer-most
ring. This selection is preferred for DF as the beamwidth of the outer ring is narrower in low frequencies than the remainder of the CRA rings. The relation between the ring radius and the beamwidth is evident from the properties of the zero-order Bessel function \[51\]. As the frequency increases, the beamforming is done by weighting the inner-most ring and one of the outer rings, gradually decreasing the outer rings’ weight and minimizing the effective radius. Hence, by controlling the beampattern trade-off between the inner ring and a single ring beampattern with decreasing radius - the beamwidth is kept constant. In addition, the frequency responses of the FIR filters produced per ring are continuous and do not contain any irregularities.

The beampattern amplitude is shown in Fig. 4.2, with dashed lines highlighting the half-power (\(-3\) dB) points of the main lobe. The beamwidth is maintained constant in the specified \(\theta_{BW}\) over a range of frequencies \(f \in [1, 8]\) kHz. Hence, the suggested constraints in problem \((4.19)\) ensure a frequency-invariant beamwidth in the attainable frequency range. In addition, we note that the sidelobe level is low compared to the mainbeam (which is desired when the beamformer aims to maximize the DF).

As mentioned in Section 2.4, the DF and WNG are important characteristics of any beamformer. The main objective of the suggested beamformers was to gain maximal DF while maintaining fixed beamwidth. Thus, the DF as a function of frequency is presented in Fig. 4.3(a). While both beamformers attain constant beamwidth, compared to the U-CRA beamformer (dashed-triangle plot) the NU-CRA design (pointed-square plot) shows superior performance in frequencies where \(4 \text{ kHz} < f\). The maximal difference between the beamformers is \(\approx 10\) dB in the DF. Due to the optimized selection of ring positions in the NU-CRA beamformer, the beampattern characteristics are preferred in terms of DF.

Figure 4.3(b) plots the WNG of the discussed beamformers. Note that in lower frequencies having \(f < 0.6\) kHz, the WNG of the NU-CRA is 1 dB higher compared
to the U-CRA. In the lower frequency range, both beamformers include solely the outer-most ring. Since the outer ring in the NU-CRA is effective in higher frequencies compared to the U-CRA, it includes more microphone elements. As a result, the WNG of the NU-CRA in that frequency range is a bit higher. In higher frequencies, the NU-CRA presents higher WNG, with an average difference of 7 dB. The decrease of the WNG of the U-CRA beamformer at these frequencies is caused due to a high weight value given to the central microphone. In the U-CRA beamformer the rings are equally spaced in the range $r \in [0, 25]$ cm, meaning that the inner-most ring is a single microphone in the center of the array. The NU-CRA beamformer solution yielded the inner-most ring in $r = 2$ cm, constructed of 6 equally spaced microphones. As a result, the U-CRA depends on the central microphone, affecting the robustness of the array to microphone imperfections, which is reflected by the WNG.

To examine the dependency on the number of rings in the array, Fig. 4.4 presents the performance measures of the U-CRA and NU-CRA beamformers constructed of 4 rings (compared to the 5 rings array presented in Fig. 4.3). First, we note that the enhanced performance in terms of DF and WNG of the NU-CRA is consistent in the 4 ring constellation. Second, comparing Figs. 4.3(a) and 4.4(a) demonstrates an additional advantage of the NU-CRA beamformer: given a smaller number of rings, the improvement of the DF is established in lower frequencies. In Fig. 4.4(a) the NU-CRA DF is higher than the U-CRA starting from 3.1 kHz $< f$. In the 5 rings array, the improvement of the DF is noted from 4 kHz $< f$. Hence, when the number of rings is smaller, the frequency range in which the NU-CRA outperforms the U-CRA is wider, making the NU-CRA a preferable choice.

Out-of-beamwidth signals can interrupt and distort the output signal. The sidelobe attenuation can be helpful in the suppression of the noise signals and enhance the DF. Figure 4.5 shows the beampattern of the discussed beamformers at frequency...
Figure 4.4: Performance measures for 4-ring U-CRA (dash-dot line with triangles) and NU-CRA (dotted line with squares) beamformers. (a) DF and (b) WNG, as a function of frequency.

$f = 5 \text{ kHz}$. The frequency was chosen out of the frequency range in which the desired beamwidth is attained. There is a significant 24 dB difference in the first sidelobe level between the beamformers. The gap between the sidelobe levels is reflected in the DF comparison as discussed above. Additional frequencies in the range demonstrated corresponding relations between the sidelobe levels.

4.4 Summary

We have presented broadband beamforming methods for concentric circular arrays, which are broadly used in audio communication applications. The objective of the presented beamformers is to control the elevation beamwidth while optimizing the DF across a wide range of frequencies. The designs assume different degrees of freedom in the array geometry and the beamformer constraints. A constant beamwidth beamformer aiming to optimize the DF on a set of given ring radii was suggested. The incoherent optimization problem, solved for each frequency bin separately, and the constraints enabling a constant beamwidth were presented and applied on an equally spaced CRA. In addition, a coherent beamformer was proposed to sparsely select the optimal rings placements while simultaneously achieving the problem specifications. To ensure a joint selection of rings over the entire frequency range, a new set of constraints was presented employing the properties of a binary mask. Furthermore, to ensure the equal or higher performance of the sparse beamformer, the incoherent beamformer was utilized as a weighting coefficient in the coherent cost function.

The sparse optimization yielded a non-uniformly spaced CRA. Simulations show that the proposed coherent and incoherent beamforming methods attained comparable high directivity, yet the nonuniform beamformer outperforms the uniform beamformer. The advantages of the nonuniform beamformer were also shown for a different CRA
configuration, constructed of fewer rings. Hence, based on the design restrictions one can apply the suggested methodology to attain superior performance concerning the DF. The proposed beamformers apply the same filter to all the elements on each ring, resulting in reduced computational complexity in the design process and fewer resources in a physical setup. The computational complexity is a crucial factor in the convergence of the optimized solution. In addition, a limitation to the effective beamwidth of each ring in the CRA was suggested. The beamwidth limitation enabled the use of fewer microphones per ring while attaining the desired beampattern properties. A time-domain implementation of the ideal beamformer filters was presented and applied to the CRAs. Future research may focus on additional parameter optimizations, diverse array geometries, and numerical algorithms to solve the optimization problem.
Chapter 5

Conclusions

5.1 Summary

We have addressed the problem of constant-elevation beamwidth beamformers, applied on concentric ring arrays. The circular array geometry can be utilized in numerous 3-dimensional applications, including microphone arrays, sonar systems, and audio communication. However, existing methods mostly focus on the azimuth-beamwidth. The elevation beamwidth is also crucial in scenarios where the signal-of-interest has an arbitrary direction of arrival. Thus, eliminating the elevation direction may result in decreased performance of the beamformer. In the thesis, we present a system of multiple fixed beamforming areas, incorporating ceiling concentric ring arrays. In a system of such, the need for beam steering is eliminated and the area of interest can be covered by adjusting the desired elevation-beamwidth. A main advantage of the suggested system is the use of concentric ring arrays (compared to circular arrays). That is, when the need for beam steering is redundant, one can apply a joint attenuation value to all the sensors on each ring. This restriction significantly improves the computational complexity of the design, since the number of beamformer weights is determined by the number of rings in the array (rather than the number of sensors). In addition, the CRA configuration enables the use of fewer physical resources in a set-up. The signals captured by each sensor on a ring can be summed before sampling, resulting in a single A\D sampler per ring. Due to the presented advantages of the CRA configuration, we present in the thesis several constant beamwidth beamformers for CRAs.

In Chapter 3, a window-based beamformer is suggested. The beamformer is applied on a uniformly spaced set of rings and is designed to maintain a constant beamwidth over a wide range of frequencies. By analyzing the characteristics of a continuous ring beampattern and a rigid piston, we propose a gradual elimination beamforming algorithm. Hence, by gradually attenuating the outer rings as the frequency increases the beamwidth remains fixed. The attenuation magnitude for each frequency bin is calculated analytically and a precise form of the beamformers weights is presented. A modification to the lower frequency range is also presented in the thesis, enlarging the
effective frequency range for which the beamwidth is maintained. In low frequencies, we propose a gradual addition of inner rings as the frequency increases (starting from the outer-most ring). The modification decreased the minimal frequency for which the desired beamwidth is attained. Furthermore, a directivity index improvement is applied on the out-of-bound frequencies, as suggested in previous work on linear arrays. The different beamformers were implemented in the time-domain, using FIR filters with 36 coefficients for each ring. In the thesis, we show that the proposed design indeed maintains constant beamwidth over a broad frequency band. We also present the improvements in beamwidth consistency and directivity index by adding the suggested modifications. Moreover, the enhanced performance of the presented beamformer in terms of directivity index, white noise gain, and sidelobe attenuation is shown. We also examined the flexibility of the design to several desired beamwidths and explain the trade-off between the beamwidth and the minimal frequency for which it is attained.

In Chapter 4, we present an additional methodology in designing constant beamwidth CRA. However, opposed to the window-based beamformer, the presented designs do not assume any window shape for the beamformers weights. The proposed beamformer aims to maximize the directivity factor of the array while maintaining a constant beamwidth. To do so, we present two optimization problems yielding the beamformers' weights under different degrees of freedom. First, a uniformly spaced CRA with pre-defined ring locations is considered. In the proposed methodology a quadric optimization problem is defined. The cost function intends to maximize the directivity factor while the problem constraints obtain a constant beamwidth. In the case of the uniform CRA, the problem is solved for each frequency bin separately - resulting in the beamformers’ weights. Second, a nonuniform CRA beamformer, which sparsely selects the rings’ locations, is presented. Hence, by defining a modified optimization problem (performed coherently over the entire frequency range), the suggested methodology simultaneously selects the rings locations and yields the beamformers’ weights. In addition, we incorporate the uniform solution in the cost function of the nonuniform optimization problem to ensure superior performance. The beamformers’ weights were implemented in the time-domain by FIR filters. Simulation results show that the suggested constraints ensure a constant beamwidth beampattern for both beamformers. Moreover, we examine the beamformers’ designs with respect to the directivity factor, white noise gain, and sidelobe attenuation. In all of the presented measurements, the nonuniform beamformer out-performs the uniform configuration. Nonetheless, simulations show that for CRAs with fewer rings the difference between the uniform and nonuniform beamformers is magnified. Thus, for arrays with a limited number of rings, the nonuniform solution is preferable.
5.2 Future Research

Throughout this thesis, we developed various approaches to obtain constant elevation beamwidth on CRAs. Although improved performance was obtained, as reflected from the simulations, there are still other issues for future research directions that can be conducted:

1. Our research focused on designing beamformers for the circular array geometry. However, this work can be expanded to volumetric arrays which incorporate sensors on a 3D volume rather than a 2D plane. Adding more degrees of freedom and additional dimension to be controlled can yield superior performance compared to the 2D geometry.

2. The spacing among adjacent sensors on each ring is considered uniform in this research. Several acoustic applications utilize logarithmic scales to simulate the mechanism of the human ear. Thus, it is of great interest to assimilate such prior knowledge in the sparse design resulting in optimized sensors locations. The number of sensors on each ring can also be incorporated as an optimization target.

3. The nonuniform beamformer was designed to maximize the directivity factor while maintaining a constant beamwidth. The directivity index maximization can be altered with a different cost function. Hence, several array properties can be optimized under the given constraints, such as sidelobe level, array gain, and more.

4. While outperforming the uniform CRA, the nonuniform beamformer includes higher computational complexity. Since the rings locations are sparsely selected out of a rigid grid and the optimization is conducted on the entire frequency range, the convergence time of the algorithm is significantly higher. Hence, solving the optimization problem using advanced numerical methods may be of interest for real-time applications with varying set-up.
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