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Preface

This manual provides solutions to the 250 problems in the textbook Fundamentals
of Signal Enhancement and Array Signal Processing (J. Benesty, I. Cohen, and J.
Chen, Wiley-IEEE Press, Singapore, 2018. ISBN: 978-1-119-29312-5).

The solutions were developed by the most excellent teaching assistant, undergrad-
uate students, and graduate students, while taking the course Spatial Signal Process-
ing (course number 046743) in the spring semester of 2019, which was taught by
Prof. Israel Cohen at the Faculty of Electrical Engineering, Technion–Israel Institute
of Technology.

We thank all of those who have made tremendous work and contributed solutions
to this manual. This includes the outstanding teaching assistant, who developed so-
lutions for three chapters, and managed the solutions by the students in the remain-
ing chapters: Or Yair; the top graduate students: Ronald Gold, Amir Ivry, Yuval
Konforti, Nissim Peretz, Xuehan Wang; the first-class undergraduate students:
Roy Asulin, Yacov Attias, Tamir Bitton, Dror Pezo, Zohar Rimon; and finally
the dedicated postdoctoral research associate: Dr. Rajib Sharma, who checked and
revised the solutions in the manual.

A partial solution manual (solutions to the first five problems in each chapter) is
available on https://israelcohen.com/publications/books/. Lec-
turers who adopt the textbook for teaching can obtain the complete solution manual
for all the 250 problems in the textbook by sending a request to Prof. Israel Cohen
icohen@ee.technion.ac.il.

This work was supported by the Israel Science Foundation (grant no. 576/16) and
the ISF-NSFC joint research program (grant No. 2514/17).

Jacob Benesty
Israel Cohen
Jingdong Chen
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2
Single-Channel Signal Enhancement in the Time
Domain

Problems
2.1. Show that the MSEs, J (h), Jd (h), and Jn (h), are related to the different
performance measures by

J (h) = σ2
v

[
iSNR× υd (h) +

1

ξn (h)

]
,

and

Jd (h)

Jn (h)
= iSNR× ξn (h)× υd (h)

= oSNR (h)× ξd (h)× υd (h) .

Solution Recall that

•

iSNR ,
tr (Rx)

tr (Rv)
=
σ2
x

σ2
v

.

•

vd (h) ,
E
[
(xfd (t)− x (t))

2
]

E [x2 (t)]
=

(h− ii)
T

Rx (h− ii)

σ2
x

.

•

ξn (h) ,
σ2
v

hTRvh
.

•

J (h) = E
[
e2 (t)

]
= E

[(
(h− ii) x (t) + hTv (t)

)2]
.
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Starting from the last bullet, we have,

J (h) = E
[(

(h− ii)
T

x (t) + hTv (t)
)2]

= (h− ii)
T

Rx (h− ii) + hTRvh

= σ2
xvd (h) +

σ2
v

ξn (h)

= σ2
v

(
iSNR · νd (h) +

1

ξn (h)

)
.

Again, recall that

•

Jd (h) = (h− ii)
T

Rx (h− ii) = σ2
xvd (h) ,

•

Jn (h) = hTRvh =
σ2
v

ξn (h)
.

Thus,

Jd (h)

Jn (h)
=
σ2
xvd (h)
σ2
v

ξn(h)

= iSNR · ξn (h) · νd (h) .

�

2.2. Show that taking the gradient of the MSE :

J (h) = σ2
x − 2hTRxii + hTRyh,

with respect to h and equating the result to zero yields the Wiener filter:

hW = R−1y Rxii.

Solution

∇hJ (hW) = 0

−2Rxii + 2RyhW = 0

hW = R−1y Rxii .

�

2.3. Show that the Wiener filter can be expressed as

hW =
[
IL − ρ2(v, y)Γ−1y Γv

]
ii.
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Solution Recall that

Ry = Rx + Rv .

Hence,

hW = R−1y Rxii

= R−1y (Ry −Rv) ii

=
(
IL −R−1y Rv

)
ii

=

(
IL −

σ2
v

σ2
y

Γ−1y Γv

)
ii

=
(
IL − ρ2 (v, y) Γ−1y Γv

)
ii .

�

2.4. Prove that zW(t), the estimate of the desired signal with the Wiener filter, sat-
isfies

ρ2 (x, zW) ≤ oSNR (hW)

1 + oSNR (hW)
.

Solution Note that

ρ2 (x, z) = ρ2
(
x,hTy

)
= ρ2

(
iTi x,hTy

)
=

E2
[
iTi x · hTy

]
σ2
x · hTRyh

=

(
iTi Rxh

)2
σ2
x · hTRyh

,

ρ2 (x, xfd) = ρ2
(
x,hTx

)
=

(iiRxh)
2

σ2
x · hTRxh

,

ρ2 (xfd, z) = ρ2
(
hTx,hTy

)
=

(
hTRxh

)2
hTRxh (hTRyh)

.

Thus,

ρ2 (x, xfd) · ρ2 (xfd, z) =
(iiRxh)

2

σ2
x · hTRxh

·
(
hTRxh

)2
hTRxh (hTRyh)

=
(iiRxh)

2

σ2
xh

TRyh

= ρ2 (x, z) .
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Since ρ2 ≤ 1 (Cauchy–Schwarz inequality), we have,

ρ2 (x, z) ≤ ρ2 (xfd, z) .

Now,

ρ2 (xfd, z) =

(
hTRxh

)2
hTRxh (hTRyh)

=
hTRxh

hT (Rx + Rv) h

=
σ2
xfd

σ2
xfd

+ σ2
vrn

=
oSNR (h)

oSNR (h) + 1
.

Hence,

ρ2 (x, z) ≤ oSNR (h)

oSNR (h) + 1
,

and specifically, using the Wiener filter, we have,

ρ2 (x, zW) ≤ oSNR (hW)

oSNR (hW) + 1
.

�

2.5. Prove that with the optimal Wiener filter, the output SNR is always greater than
or equal to the input SNR, i.e., oSNR (hW) ≥ iSNR.



Jacob Benesty, Israel Cohen, and Jingdong Chen: Fundamentals of Signal Enhancement and Array Signal
Processing — Chap. 2 — 2019/12/24 — 16:38 — page 5

5

Solution Note that

ρ2 (x, y) =
σ4
x

σ2
xσ

2
y

=
σ2
x

σ2
y

=
iSNR

1 + iSNR
,

hW = R−1y Rxii ,

ρ2 (x, zW) =

(
iTi RxhW

)2
σ2
x · hTWRyhW

=

(
iTi RxhW

)2
σ2
x · hTWRxii

=
iTi RxhW

σ2
x

,

ρ2 (y, zW) = ρ2
(
y,hTWy

)
=

(
iTi RyhW

)2
σ2
y

(
hTWRyhW

)
=

(
iTi Rxii

)2
σ2
yh

T
WRxii

=
σ4
x

σ2
yh

T
WRxii

.

Hence,

ρ2 (x, y) = ρ2 (x, zW) · ρ2 (y, zW) ≤ ρ2 (x, zW)

iSNR

1 + iSNR
≤ oSNR (hW)

1 + oSNR (hW)

oSNR (hW) ≥ iSNR .

�

2.6. Show that the MMSE can be expressed as

J (hW) = σ2
x

[
1− ρ2(x, zW)

]
= σ2

v

[
1− ρ2(v, y − zW)

]
.
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3
Single-Channel Signal Enhancement in the Frequency
Domain

Problems
3.1. Show that the narrowband MSE is given by

J [H(f)] = |1−H(f)|2 φX(f) + |H(f)|2 φV (f).

Solution

J [H (f)] = E
[
|E (f)|2

]
= E

[
|Z (f)−X (f)|2

]
= E

[
|H (f)Y (f)−X (f)|2

]
= E

[
|H (f) (X (f) + V (f))−X (f)|2

]
= E

[
|H (f) (X (f) + V (f))−X (f)|2

]
= E

[
|(H (f)− 1)X (f) +H (f)V (f)|2

]
= E

[
|(H (f)− 1)X (f)|2

]
+ E

[
|H (f)V (f)|2

]
= |1−H (f)|2 E

[
|X (f)|2

]
+ |H (f)|2 E

[
|V (f)|2

]
= |1−H (f)|2 φX (f) + |H (f)|2 φV (f) .

�

3.2. Show that the narrowband MSE is related to the different narrowband perfor-
mance measures by

J [H(f)] = φV (f)

{
iSNR(f)× υd [H(f)] +

1

ξn [H(f)]

}
.
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Solution Using the previous section,

J [H (f)] = |1−H (f)|2 φX (f) + |H (f)|2 φV (f)

= φV (f)

(
|1−H (f)|2 φX (f)

φV (f)
+ |H (f)|2

)
= φV (f)

(
vd [H (f)]× iSNR (f) +

1

ξn [H (f)]

)
.

�

3.3. Show that the narrowband MSEs Jd [H(f)] and Jn [H(f)] are related to the
different narrowband performance measures by

Jd [H(f)]

Jn [H(f)]
= iSNR(f)× ξn [H(f)]× υd [H(f)]

= oSNR [H(f)]× ξd [H(f)]× υd [H(f)] .

Solution

Jd [H (f)]

Jn [H (f)]
=
φX (f) vd [H (f)]

φV (f)
ξn[H(f)]

=
φX (f)

φV (f)
ξn [H (f)] vd [H (f)]

= iSNR (f) ξn [H (f)] vd [H (f)]

= oSNR (f) ξd [H (f)] vd [H (f)] .

�

3.4. Show that the Wiener gain is given by

HW(f) =
iSNR(f)

1 + iSNR(f)
.

Solution Since |1−H (f)| ≥ |1− |H (f)||, we have,

HW (f) = arg min
H(f)

J [H (f)]

= arg min
H(f)

(
|1−H (f)|2 φX (f) + |H (f)|2 φV (f)

)
= arg min

H(f)

(
|1− |H (f)||2 φX (f) + |H (f)|2 φV (f)

)
= arg min

|H(f)|

(
(1− |H (f)|)2 φX (f) + |H (f)|2 φV (f)

)
.
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Now,

∇|H(f)|J [H (f)] = 0

∇|H(f)|

(
(1− |H (f)|)2 φX (f) + |H (f)|2 φV (f)

)
= 0

−2 (1−H (f))φX (f) + 2 |H (f)|φV (f) = 0

H (f) (φX (f) + φV (f)) = φX (f)

|H (f)| = φX (f)

φX (f) + φV (f)
.

Hence,

HW (f) =
φX (f)

φY (f)
=

φX (f)

φV (f) + φX (f)
=

iSNR (f)

1 + iSNR (f)
.

�

3.5. Show that the Wiener gain is equal to the MSCF betweenX(f) and Y (f), i.e.,

HW(f) = |ρ [X(f), Y (f)]|2 .

Solution

|ρ [X (f) , Y (f)]|2 =
|E [X (f)Y ∗ (f)]|2

E
[
|X (f)|2

]
E
[
|Y (f)|2

]
=
|E [X (f) (X∗ (f) + V ∗ (f))]|2

φX (f) (φX (f) + φV (f))

=
(φX (f))

2

φX (f) (φX (f) + φV (f))

=
φX (f)

φX (f) + φV (f)

=
iSNR (f)

1 + iSNR (f)

= HW (f) .

�

3.6. Show that the MMSE can be expressed as

J [HW(f)] = [1−HW(f)]φX(f).
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4
Multichannel Signal Enhancement in the Time Domain

Problems
4.1. Show that if two symmetric matrices Rx and Rv are jointly diagonalized, i.e.,

TTRxT = Λ,

TTRvT = IML,

then Λ and T are, respectively, the eigenvalue and eigenvector matrices of R−1v Rx,
i.e.,

R−1v RxT = T Λ.

Solution

R−1v RxT = R−1v T−TTTRxT = TT−1R−1v T−TΛ = T
(
TTRvT

)−1
Λ = TΛ.

�

4.2. Denote by t1, t2, . . . , tML, the eigenvectors of R−1v Rx. Show that

R−1v =
ML∑
i=1

tit
T
i .

Solution

TTRvT = IML

Rv = T−TT−1

R−1v = TTT =
ML∑
i=1

tit
T
i .

�



Jacob Benesty, Israel Cohen, and Jingdong Chen: Fundamentals of Signal Enhancement and Array Signal
Processing — Chap. 4 — 2019/12/24 — 16:38 — page 48

48

4.3. Show that the MSE can be written as

J (A) = Tr
[
Rx1 − 2A TTRxITi + A (Λ + IML) AT

]
.

Solution

J (A) = Tr
{
E
[
e (t) eT (t)

]}
= Tr

{
E
[(

ATTy (t)− x1 (t)
)(

ATTy (t)− x1 (t)
)T ]}

= Tr{E[ATTy (t) yT (t) TAT − x1 (t) yT (t) TAT

−ATTy (t) xT1 (t) + x1 (t) xT1 (t)]}

= Tr
{
A (Λ + IML) AT − IiRx (t) TAT −ATTRxITi + Rx1

}
= Tr

{
A (Λ + IML) AT − 2ATTRxITi + Rx1

}
.

�

4.4. Show that the different performance measures are related to the MSEs by

Jd (A)

Jn (A)
= iSNR× ξn (A)× υd (A)

= oSNR (A)× ξd (A)× υd (A) .

Solution

Jd (A) = Tr
{
E
[
ed (t) eTd (t)

]}
= Tr

{
E
[((

ATT − Ii

)
x (t)

)((
ATT − Ii

)
x (t)

)T ]}
= Tr

{(
ATT − Ii

)
Rx

(
ATT− ITi

)}
= Tr

{
AΛAT − 2ATTRxITi + Rx1

}
= Tr {Rx1

} vd (A) .

Jn (A) = Tr
{
E
[
en (t) eTn (t)

]}
= Tr

{
E
[
ATTv (t) vT (t) TAT

]}
= Tr

{
AAT

}
=

Tr {Rv1
}

ξn (A)
.
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Hence,

Jd (A)

Jn (A)
=

Tr {Rx1} vd (A)
Tr{Rv1}
ξn(A)

= iSNR× ξn (A)× υd (A)

= oSNR (A)× ξd (A)× υd (A) .

�

4.5. Show that the Wiener filtering matrix can be written as

HW = IiRv

ML∑
i=1

λi
1 + λi

tit
T
i .

Solution

AW = IiRxT (Λ + IML)
−1

= IiT
−TTTRxT (Λ + IML)

−1

= IiT
−TΛ (Λ + IML)

−1
.

Hence,

HW = AWTT

= IiT
−TT−1TΛ (Λ + IML)

−1
TT

= IiRvTΛ (Λ + IML)
−1

TT

= IiRv

ML∑
i=1

λi
1 + λi

tit
T
i .

�

4.6. Prove that with the optimal Wiener filtering matrix, the output SNR is always
greater than or equal to the input SNR, i.e., oSNR (HW) ≥ iSNR.
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5
Multichannel Signal Enhancement in the Frequency
Domain

Problems
5.1. Assume that the matrix Φv(f) is nonsingular. Show that∣∣∣hH(f)d(f)

∣∣∣2 ≤ [hH(f)Φv(f)h(f)
] [

dH(f)Φ−1v (f)d(f)
]
,

with equality if and only if h(f) ∝ Φ−1v (f)d(f).

Solution Remember that inner-product is defined as < x, y >= y∗x. Hence,

< Φ−1/2v (f)d(f),Φ1/2
v (f)Hh(f) >

=
(
Φ1/2

v (f)Hh(f)
)H (

Φ−1/2v (f)d(f)
)

= hH(f)Φ1/2
v (f)Φ−1/2v (f)d(f) = hH(f)d(f).

Using Cauchy Schwarz inequality, we get,∣∣∣< Φ−1/2v (f)d(f),Φ1/2
v (f)Hh(f) >

∣∣∣2
=
∣∣∣hH(f)d(f)

∣∣∣2
≤

<
(
Φ1/2

v (f)
)H

h(f),
(
Φ1/2

v (f)
)H

h(f) > · <
(
Φ−1/2v (f)

)H
d(f),

(
Φ−1/2v (f)

)H
d(f) >

=
[
hH(f)Φ1/2

v (f)Φ1/2
v (f)h(f)

] [
dH(f)Φ−1/2v (f)Φ−1/2v (f)d(f)

]
=
[
hH(f)Φv(f)h(f)

] [
dH(f)Φ−1v (f)d(f)

]
.

Obviously, we get an equality if and only if h(f) ∝ Φ−1v (f)d(f) since both iden-
tities are identical by definition.

�

5.2. Show that the narrowband output SNR is upper bounded by

oSNR [h(f)] ≤ φX1(f)× dH(f)Φ−1v (f)d(f), ∀ h(f).
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Solution Recall that

oSNR [h(f)] =
φX1

(f)×
∣∣hH(f)d(f)

∣∣2
hH(f)Φv(f)h(f)

.

Using the inequality from Problem 1, we deduce an upper bound for the narrowband
output SNR.

oSNR [h(f)] ≤
φX1(f)×

[
hH(f)Φv(f)h(f)

] [
dH(f)Φ−1v (f)d(f)

]
hH(f)Φv(f)h(f)

= φX1
(f)× dH(f)Φ−1v (f)d(f).

�

5.3. Show that

oSNR [ii(f)] ≤ φX1
(f)× dH(f)Φ−1v (f)d(f).

Solution As we show in Problem 2, the upper bound for the narrowband output
SNR is independent of h(f). Hence,

oSNR [ii(f)] ≤ φX1(f)× dH(f)Φ−1v (f)d(f).

�

5.4. Show that

φV1(f)× dH(f)Φ−1v (f)d(f) ≥ 1.

Solution Using the Cauchy-Schwarz Inequality, we get,∣∣∣hH(f)d(f)
∣∣∣2 ≤ [hH(f)Φv(f)h(f)

] [
dH(f)Φ−1v (f)d(f)

]
Applying the identity filter to the above equation, we receive,∣∣∣iHi d(f)

∣∣∣2 = 1,

iHi (f)Φv(f)ii(f) = φV1
(f).

Hence,

1 ≤ φV1
(f)× dH(f)Φ−1v (f)d(f).

�

5.5. Show that the narrowband desired signal distortion index is given by

υd [h(f)] =
∣∣∣hH(f)γ∗X1x(f)− 1

∣∣∣2 .
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Solution The narrowband desired signal distortion index is defined by

υd [h(f)] =

E
[∣∣∣Xfd(f)−X1(f)

∣∣∣2]
φX1(f)

, where φX1
(f) = E

[
|X1(f)|2

]
.

The filtered desired signal is given by,

Xfd(f) = X1(f)hH(f)γ∗X1x(f).

Hence, we can rewrite the desired signal distortion index as,

υd [h(f)] =

E
[∣∣∣ [hH(f)γ∗X1x(f)− 1

]
X1(f)

∣∣∣2]
φX1

(f)
= |hH(f)γ∗X1x(f)− 1|2.

�

5.6. Show that the narrowband MSE can be written as

J [h(f)] = φX1(f) + hH(f)Φy(f)h(f)− φX1(f)hH(f)γ∗X1x(f)−
φX1(f)γTX1x(f)h(f).

Solution Defining the error signal between the estimated and desired signals at
frequency, f , as

E(f) = Z(f)−X1(f)

= X1(f)hH(f)γ∗X1x(f) + hH(f)v(f)−X1(f)

= Ed(f) + En(f),

where

Ed(f) =
[
hH(f)γ∗X1x(f)− 1

]
X1(f)

En(f) = hH(f)v(f).

The MSE is then defined as the variance of the error signal, i.e.,

J [h(f)] = E
[∣∣∣E(f)

∣∣∣2] = E
[∣∣∣Ed(f)

∣∣∣2]+ E
[∣∣∣En(f)

∣∣∣2] ,
since Ed(f) and En(f) are incoherent. Now,

E
[∣∣∣Ed(f)

∣∣∣2] =φX1
(f)hH(f)γ∗X1x(f)γTX1x(f)h(f)−

φX1
(f)hH(f)γ∗X1x(f)− φX1

(f)γTX1x(f)h(f) + φX1
(f),

E
[∣∣∣En(f)

∣∣∣2] = hH(f)Φv(f)h(f).
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6
An Exhaustive Class of Linear Filters

Problems
6.1. Show that the Wiener filter can be expressed as

hW =
(
IM −Φ−1y Φin

)
ii.

Solution Recall that Wiener filter minimizes the MSE criteria :

J(h) = φx1
+ hHΦyh− hHΦxii − ii

HΦxh.

Calculating the gradient :

∇hJ (h) =
(
Φy + Φy

H
)

h−Φxii −Φx
H ii.

Recall that Φy and Φx are symmetric, we get,

2Φyh− 2Φxii = 0.

Also, Φx = Φy −Φin. Therefore,

2Φyh− 2 (Φy −Φin) ii = 0

Φyh = (Φy −Φin) ii

h = Φy
−1 (Φy −Φin) ii

hW =
(
IM −Φy

−1Φin

)
ii.

�

6.2. Using Woodbury’s identity, show that

Φ−1y = Φ−1in −Φ−1in Q′x

(
λ′−1x + Q′Hx Φ−1in Q′x

)−1
Q′Hx Φ−1in .
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Solution Recall that Φy = Φx + Φin, and Φx are diagonalizable :

λ′x = Q′Hx ΦinQ′x,

where Q′x is a unitary matrix and λ′x is a diagonal matrix. Using Woodbury’s iden-
tity, we get,

Φy
−1 = (Φx + Φin)

−1

=
(
Qxλ

′
xQ′Hx + Φin

)−1
= Φ−1in −Φ−1in Q′x

(
λ′−1x + Q′Hx Φ−1in Q′x

)−1
Q′Hx Φ−1in .

�

6.3. Show that the Wiener filter can be expressed as

hW = Φ−1in Q′x

(
λ′−1x + Q′Hx Φ−1in Q′x

)−1
Q′Hx ii.

Solution The Wiener filter is given by,

hW =
(
IM −Φ−1y Φin

)
ii.

Also,

Φ−1y = Φ−1in −Φ−1in Q′x

(
λ′−1x + Q′Hx Φ−1in Q′x

)−1
Q′Hx Φ−1in .

Hence,

hW =

(
IM − (Φ−1in −Φ−1in Q′x

(
λ′−1x + Q′Hx Φ−1in Q′x

)−1
Q′Hx Φ−1in )Φin

)
ii

=

(
IM −Φ−1in Φin + Φ−1in Q′x

(
λ′−1x + Q′Hx Φ−1in Q′x

)−1
Q′Hx Φ−1in Φin

)
ii.

By employing the relation Φ−1in Φin = IM , which is true since Φin is a correlation
matrix of rank M , we have,

hW =

(
IM − IM + Φ−1in Q′x

(
λ′−1x + Q′Hx Φ−1in Q′x

)−1
Q′Hx Φ−1in IM

)
ii

= Φ−1in Q′x

(
λ′−1x + Q′Hx Φ−1in Q′x

)−1
Q′Hx ii.

�

6.4. Show that the MVDR filter is given by

hMVDR = Φ−1in Q′x

(
Q′Hx Φ−1in Q′x

)−1
Q′Hx ii.
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Solution We have,

hMVDR = min
h

[Jn(h) + Ji(h)] s.t. hHQ
′

x = iTi Q
′

x

= min
h

[
φv0h

Hh + hHΦvh
]

s.t. hHQ
′

x = iTi Q
′

x

= min
h

[
hHΦinh

]
s.t. hHQ

′

x = iTi Q
′

x.

To obtain this minimal value, let us define the Lagrange multiplier, λ, and construct
the following expression to be minimized :

J(h, λ) = hHΦinh +
(
hHQ

′

x − iTi Q
′

x

)
λ.

Assuming that h,hH are independent, we have,

∇h∗(f)J(hMVDR, λ) = 0

ΦinhMVDR + Q
′

xλ = 0

Q
′

xλ = −ΦinhMVDR.

Hence,

∇λJ(hMVDR, λ) = 0

hHMVDRQ
′

x = iTi Q
′

x.

hHMVDRQ
′

xλ = iTi Q
′

xλ

hHMVDRΦinhMVDR = iTi ΦinhMVDR.

Now,(
Φ−1in Q′x

(
Q′Hx Φ−1in Q′x

)−1
Q′Hx ii

)H
Q
′

x = iTi Q
′

x

iTi Q′x

(
Q′Hx Φ−1in Q′x

)−1
Q′Hx Φ−1in Q

′

x = iTi Q
′

x

iTi Q′x = iTi Q
′

x.

Now,(
Φ−1in Q′x

(
Q′Hx Φ−1in Q′x

)−1
Q′Hx ii

)H
Φin

(
Φ−1in Q′x

(
Q′Hx Φ−1in Q′x

)−1
Q′Hx ii

)
= iTi Q′x

(
Q′Hx Φ−1in Q′x

)−1
Q′Hx Φ−1in ΦinΦ−1in Q′x

(
Q′Hx Φ−1in Q′x

)−1
Q′Hx ii

= iTi Q′x

(
Q′Hx Φ−1in Q′x

)−1
Q′Hx ii.

Now,

iTi Φin

(
Φ−1in Q′x

(
Q′Hx Φ−1in Q′x

)−1
Q′Hx ii

)
= iTi Q′x

(
Q′Hx Φ−1in Q′x

)−1
Q′Hx ii.
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�

6.5. Show that the MVDR filter can be expressed as

hMVDR = Φ−1y Q′x

(
Q′Hx Φ−1y Q′x

)−1
Q′Hx ii.

Solution The solution of MVDR optimization problem is :

hMVDR = Φ−1in Q′x

(
Q′Hx Φ−1in Q′x

)−1
Q′Hx ii.

Recall that

Φin = Φy −Φx = Φy −Q′Hx Φ−1in Q′x = Φy −Q′xΦ−1in Q′Hx ,

Where Q′x is unitary. Using Woodbury’s identity, the inverse of Φin is :

Φ−1in =
(
Φy −Q′xΦ−1in Q′Hx

)−1
= Φ−1y + Φ−1y Q′x

(
λ′−1x −Q′Hx Φ−1in Q′x

)−1
Q′Hx Φ−1y

= Φ−1y

(
IM −Φ−1y Q′x

(
λ′−1x −Q′Hx Φ−1in Q′x

)−1
Q′Hx Φy

)−1
= Φ−1y A.

Hence,

hMVDR = Φ−1y AQ′x

(
Q′Hx Φ−1y AQ′x

)−1
Q′Hx ii

= Φ−1y AQ′xQ′Hx A−1ΦyQ′xQ′Hx ii

= Φ−1y Φyii

= Φ−1y Q′xQ′Hx ΦyQ′xQ′Hx ii

= Φ−1y Q′x

(
Q′Hx Φ−1y Q′x

)−1
Q′Hx ii.

�

6.6. Show that the tradeoff filter is given by

hT,µ = (Φx + µΦin)
−1

Φxii

= [Φy + (µ− 1)Φin]
−1

(Φy −Φin) ii,

where µ is a Lagrange multiplier.
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7
Fixed Beamforming

Problems
7.1. Show that the WNG can be written as

W [h(f)] =Wmax cos2 [d (f, cos θd) ,h(f)] .

Solution We have,

W [h(f)] =
1

hH (f) h (f)

=
1

||h (f)||22

=
4 ||d (f, cos θd)||22

4 ||d (f, cos θd)||22 ||h (f)||22

=
22 ||d (f, cos θd)||22

4 ||d (f, cos θd)||22 ||h (f)||22
.

We now use the fact that d (f, cos θd)
H

h = 1 = 1H = hH (f) d (f, cos θd).

W [h(f)] = ||d (f, cos θd)||22
[
hH (f) d (f, cos θd) + dH (f, cos θd) h

2 ||h (f)||2 ||d (f, cos θd)||2

]2
= ||d (f, cos θd)||22 cos2 [d (f, cos θd) ,h(f)] .

We calculate ||d (f, cos θd)||22 :

||d (f, cos θd)||22 = dH (f, cos θd) d (f, cos θd)

=
M−1∑
i=0

e−2πfτ0 cos θdie2πfτ0 cos θdi

=
M−1∑
i=0

1 = M.
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Hence,

W [h(f)] = M2 cos2 [d (f, cos θd) ,h(f)]

=Wmax cos2 [d (f, cos θd) ,h(f)] .

�

7.2. Using the Cauchy-Schwarz inequality, show that the maximum DF is

Dmax (f, cos θd) = dH (f, cos θd) Γ−10,π(f)d (f, cos θd)

= tr
[
Γ−10,π(f)d (f, cos θd) dH (f, cos θd)

]
≤Mtr

[
Γ−10,π(f)

]
.

Solution First, we will prove that Γ0,π(f) is a positive-definite Hermitian matrix.
It is well-established that Γ0,π(f) is Hermitian. Now,

yHΓ0,π(f)y =
1

2

∫ π

0
yHd (f, cos θd) dH (f, cos θd) y sin θdθ

=
1

2

∫ π

0

∣∣∣∣∣∣yHd (f, cos θd)
∣∣∣∣∣∣2 sin θdθ.

Notice that this expression is greater than zero, since
∣∣∣∣yHd (f, cos θd)

∣∣∣∣2 and sin θ

are by definition non-negative for these θ values, and for θ = π
2 ,
∣∣∣∣yHd (f, cos θd)

∣∣∣∣2
> 0 and sin θ > 0. So we proved that Γ0,π(f) is a Hermitian positive-definite matrix.
Now, since Γ0,π(f) is a Hermitian positive-definite matrix, we can say that there

exists a square root to the matrix, marked as Γ
1
2
0,π(f). Using the Cauchy-Schwarz

inequality, we have,∣∣∣hH(f)d (f, cos θd)
∣∣∣2

=
∣∣∣hH(f)Γ

1
2
0,π(f)Γ

− 1
2

0,π (f)d (f, cos θd)
∣∣∣2

≤ hH(f)Γ
1
2
0,π(f)Γ

1
2H
0,π (f)h(f)dH (f, cos θd) Γ

− 1
2H

0,π (f)Γ
− 1

2
0,π (f)d (f, cos θd) .

This inequality is equal when

hH(f)Γ
1
2
0,π(f) = dH (f, cos θd) Γ

− 1
2H

0,π (f),

which is possible since Γ
1
2
0,π(f) is the square root of a positive-definite matrix, and

as such is invertible. Thus,

Dmax (f, cos θd)

=
hH(f)Γ

1
2
0,π(f)Γ

1
2H
0,π (f)h(f)dH (f, cos θd) Γ

− 1
2H

0,π (f)Γ
− 1

2
0,π (f)d (f, cos θd)

hH(f)Γ0,π(f)h(f)
.
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Notice that Γ
1
2
0,π(f) and Γ

− 1
2

0,π (f) are also Hermitian matrices. Therefore,

Dmax (f, cos θd) =
hH(f)Γ0,π(f)h(f)dH (f, cos θd) Γ−10,π(f)d (f, cos θd)

hH(f)Γ0,π(f)h(f)

= dH (f, cos θd) Γ−10,π(f)d (f, cos θd) .

Now we will show this explicitly, when indexing from 0 to M − 1 for the sake of
convenience.

Dmax (f, cos θd) =
M−1∑
i=0

M−1∑
k=0

ej2πfτ0 cos θdie−j2πfτ0 cos θdkΓ−10,π(f)i,k

=
M−1∑
i=0

M−1∑
k=0

ej2πfτ0 cos θd(i−k)Γ−10,π(f)i,k.

On the other hand, if we express tr
[
Γ−10,π(f)d (f, cos θd) dH (f, cos θd)

]
explic-

itly, we get,

[
Γ−10,π(f)d (f, cos θd)

]
i

=
M−1∑
k=0

Γ−10,π(f)i,kd (f, cos θd)k =
M−1∑
l=0

Γ−10,π(f)i,le
−j2πfτ0 cos θdl,

[
Γ−10,π(f)d (f, cos θd) dH (f, cos θd)

]
i,k

=
M−1∑
l=0

Γ−10,π(f)i,le
−j2πfτ0 cos θdlej2πfτ0 cos θdk,

[
Γ−10,π(f)d (f, cos θd) dH (f, cos θd)

]
i,i

=
M−1∑
l=0

Γ−10,π(f)i,le
−j2πfτ0 cos θdlej2πfτ0 cos θdi,

tr
[
Γ−10,π(f)d (f, cos θd) dH (f, cos θd)

]
=
M−1∑
i=0

M−1∑
l=0

Γ−10,π(f)i,le
j2πfτ0 cos θd(i−l).

But this equals to the same expression as Dmax (f, cos θd). Therefore,

Dmax (f, cos θd) = tr
[
Γ−10,π(f)d (f, cos θd) dH (f, cos θd)

]
.

Notice that similar to Γ0,π(f), d (f, cos θd) dH (f, cos θd) is a positive semi-
definite matrix. Since Γ0,π(f) and d (f, cos θd) dH (f, cos θd) are both Hermitian
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positive semi-definite matrices, we can say that

tr
[
Γ−10,π(f)d (f, cos θd) dH (f, cos θd)

]
≤

M∑
i=1

λi,Γ−1
0,π(f)

λi,d(f,cos θd)dH(f,cos θd)

≤
M∑
i=1

λi,Γ−1
0,π(f)

M∑
j=1

λj,d(f,cos θd)dH(f,cos θd)

=
M∑
i=1

λi,Γ−1
0,π(f)

tr
[
d (f, cos θd) dH (f, cos θd)

]

= M
M∑
i=1

λi,Γ−1
0,π(f)

= Mtr
[
Γ−10,π(f)

]
.

Here we used the fact that all the eigenvalues of a positive semi-definite matrix are
non-negative, and

tr
[
d (f, cos θd) dH (f, cos θd)

]
= M = dH (f, cos θd) d (f, cos θd) .

�

7.3. Show that the DF can be written as

D [h(f)] = Dmax (f, cos θd) cos2
[
Γ
−1/2
0,π (f)d (f, cos θd) ,Γ

1/2
0,π (f)h(f)

]
.

Solution Recall that :

•

Dmax (f, cos θd) = dH (f, cos θd) Γ−10,π(f)d (f, cos θd) .

•

D =

∣∣hH(f)d(f, cos θd)
∣∣2

hH(f)Γ0,π(f)h(f)
.

•

cos
[
Γ
−1/2
0,π (f)d (f, cos θd) ,Γ

1/2
0,π (f)h(f)

]
=

dH (f, cos θd) h(f) + hH(f)d (f, cos θd)

2
∣∣∣∣∣∣Γ− 1

2
0,π (f)d (f, cos θd)

∣∣∣∣∣∣
2

∣∣∣∣∣∣Γ 1
2
0,π(f)h (f)

∣∣∣∣∣∣
2

.

• The distortionless constraint,

hH(f)d (f, cos θd) = 1.
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We will show that the wanted form is equivalent to the second bullet. Under the
distortionless constraint, we have,

cos
[
Γ
−1/2
0,π (f)d (f, cos θd) ,Γ

1/2
0,π (f)h(f)

]
=

1∣∣∣∣∣∣Γ− 1
2

0,π (f)d (f, cos θd)
∣∣∣∣∣∣
2

∣∣∣∣∣∣Γ 1
2
0,π(f)h (f)

∣∣∣∣∣∣
2

,

D [h(f)] =
1

hH(f)Γ0,π(f)h(f)
,

Dmax (f, cos θd) cos2
[
Γ
−1/2
0,π (f)d (f, cos θd) ,Γ

1/2
0,π (f)h(f)

]
=

dH (f, cos θd) Γ−10,π(f)d (f, cos θd)(∣∣∣∣∣∣Γ− 1
2

0,π (f)d (f, cos θd)
∣∣∣∣∣∣
2

∣∣∣∣∣∣Γ 1
2
0,π(f)h (f)

∣∣∣∣∣∣
2

)2
=

dH (f, cos θd) Γ−10,π(f)d (f, cos θd)(
Γ
− 1

2
0,π (f)d (f, cos θd)

)H
Γ
− 1

2
0,π (f)d (f, cos θd)

(
Γ

1
2
0,π(f)h (f)

)H
Γ

1
2
0,π(f)h (f)

=
dH (f, cos θd) Γ−10,π(f)d (f, cos θd)

dH (f, cos θd) Γ−10,π(f)d (f, cos θd) hH (f) Γ0,π(f)h (f)

=
1

hH(f)Γ0,π(f)h(f)

= D [h(f)] .

�

7.4. Show that the condition to prevent spatial aliasing is

δ

λ
<

1

2
.

Solution We have,

δ

λ
=

1

cos(θ1)− cos(θ2)
,

where θ1 6= θ2 and λ, δ > 0, by definition. Namely, to prevent spatial aliasing, one
must demand :

0 <
δ

λ
<

1

cos(θ1)− cos(θ2)
=

1

|cos(θ1)− cos(θ2)|
,

where the last inequality holds, again, by definition. Over the unique range of 0 ≤
θ1, θ2 ≤ π, and specifically where cos(θ1)− cos(θ2) > 0, we have,

|cos(θ1)− cos(θ2)| ≤ 2

1

|cos(θ1)− cos(θ2)|
≥ 1

2
.
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Hence,

δ

λ
<

1

2
.

�

7.5. Show that the DS beamformer :

hDS (f, cos θd) =
d (f, cos θd)

M
,

maximizes the WNG, i.e.,

min
h(f)

hH(f)h(f) subject to hH(f)d (f, cos θd) = 1.

Solution Let us define the Lagrangian, with the Lagrange multiplier, λ :

L (h, λ) = hH(f)h(f) + λ
(
hH(f)d (f, cos θd)− 1

)
.

Now,

∂L (h, λ)

∂hH
(hDS, λ) = 0

2hDS (f, cos θd) + λd (f, cos θd) = 0, and

∂L (h, λ)

∂λ
(hDS, λ) = 0

hHDS (f, cos θd) d (f, cos θd) = 1.

Now, we have,

hHDS (f, cos θd) d (f, cos θd) =
dH (f, cos θd)

M
d (f, cos θd) .

Now,

dH (f, cos θd) d (f, cos θd)

M
=

1

M

M∑
m=0

e−jm2πfτ0 cos θejm2πfτ0 cos θ =
M

M
= 1.

Thus,

hHDS (f, cos θd) d (f, cos θd) = 1.

Now,

2hDS (f, cos θd) + λd (f, cos θd) = 0

2hHDS (f, cos θd) hDS (f, cos θd) + λhHDS (f, cos θd) d (f, cos θd) = 0.
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Hence,

λ = −2hHDS (f, cos θd) hDS (f, cos θd) .

Hence,

hHDS (f, cos θd) hDS (f, cos θd) d (f, cos θd) = hDS (f, cos θd) .

Again,

dH (f, cos θd)

M

d (f, cos θd)

M
d (f, cos θd) =

d (f, cos θd)

M
,

Thus, it was shown that hDS (f, cos θd) = d(f,cos θd)
M indeed maximizes the WNG.

�

7.6. Show that with the DS beamformer, the DF is given by

D [hDS (f, cos θd)] =
M2

dH (f, cos θd) Γ0,π(f)d (f, cos θd)
.

Solution We have,

D [h (f)] =
|hH (f) d (f, cos θd) |2

hH (f) Γ0,π (f) h (f)
,

Hence,

D [hDS (f, cos θd)] =
|hHDS (f, cos θd) d (f, cos θd) |2

hHDS (f, cos θd) Γ0,π (f) hDS (f, cos θd)

=
|d
H(f,cos θd)

M d (f, cos θd) |2
dH(f,cos θd)

M Γ0,π (f) d(f,cos θd)
M

=
1

dH(f,cos θd)
M Γ0,π (f) d(f,cos θd)

M

=
M2

dH (f, cos θd) Γ0,π(f)d (f, cos θd)
.

�

7.7. Show that the DS beamformer never amplifies the diffuse noise, i.e.,

D [hDS (f, cos θd)] ≥ 1.
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8
Adaptive Beamforming

Problems
8.1. Show that the narrowband MSE can be expressed as

J [h(f)] = φX(f) + hH(f)Φy(f)h(f)− φX(f)hH(f)d (f, cos θd)−
φX(f)dH (f, cos θd) h(f).

Solution The error signal between the estimated and desired signals is given by,

E(f) = Z(f)−X(f)

=
[
hH(f)d (f, cos θd)− 1

]
X(f) + hH(f)v(f)

= Ed(f) + En(f),

where

Ed(f) =
[
hH(f)d (f, cos θd)− 1

]
X(f), and

En(f) = hH(f)v(f),

are the errors due to the desired signal distortion and residual noise, respectively.
Since Ed(f) and En(f) are assumed to be incoherent, the narrowband MSE of the
error signal becomes the sum of the narrowband MSEs of the desired signal distor-
tion and the residual noise :

J [h(f)] = E
[
|Ed(f)|2

]
+ E

[
|En(f)|2

]
.
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As a result,

E
[
|Ed(f)|2

]
= E [Ed(f)E∗d(f)]

= E
[[

hH(f)d (f, cos θd)− 1
]
X(f)X∗(f)

[
hH(f)d (f, cos θd)− 1

]H]
=
[
hH(f)d (f, cos θd)− 1

]
φX(f)

[
dH (f, cos θd) h(f)− 1

]
= φX(f)hH(f)d (f, cos θd) dH (f, cos θd) h(f)− φX(f)hH(f)d (f, cos θd)

− φX(f)dH (f, cos θd) h(f) + φX(f)

= hH(f)Φx(f)h(f)− φX(f)hH(f)d (f, cos θd)

− φX(f)dH (f, cos θd) h(f) + φX(f),

and

E
[
|En(f)|2

]
= E [En(f)E∗n(f)]

= E
[
hH(f)v(f)vH(f)h(f)

]
= hH(f)Φv(f)h(f).

We finally obtain :

J [h(f)] = hH(f)Φy(f)h(f)− φX(f)hH(f)d (f, cos θd)

− φX(f)dH (f, cos θd) h(f) + φX(f).

�

8.2. Show that the MSEs are related to the different performance measures by

Jd [h(f)]

Jn [h(f)]
= iSNR(f)× ξn [h(f)]× υd [h(f)]

= oSNR [h(f)]× ξd [h(f)]× υd [h(f)] .

Solution Recall that

iSNR(f) =
φX(f)

φV1
(f)

Recall that the desired-signal and residual noise MSEs are :

Jd[h(f)] = φX(f)
∣∣∣hH(f)d (f, cos θd)− 1

∣∣∣2
= φX(f)vd[h(f)],

Jn[h(f)] = hH(f)Φv(f)h(f)

=
φV1

(f)

ξn[h(f)]
.
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Recall that

oSNR[h(f)]

iSNR(f)
=
ξn[h(f)]

ξd[h(f)]
.

Hence, we have,

Jd [h(f)]

Jn [h(f)]
=
φX(f)vd[h(f)]

φV1 (f)

ξn[h(f)]

= iSNR(f)× ξn [h(f)]× υd [h(f)]

= oSNR [h(f)]× ξd [h(f)]× υd [h(f)] .

�

8.3. Show that by minimizing the narrowband MSE, J [h(f)], we obtain the Wiener
beamformer:

hW (f, cos θd) = φX(f)Φ−1y (f)d (f, cos θd) .

Solution The narrowband MSE is given by,

J [h(f)] = E
[
|E(f)|2

]
= E

[
|Ed(f)|2

]
+ E

[
|En(f)|2

]
= Jd[h(f)] + Jn[h(f)]

= φX(f) + hH(f)Φy(f)h(f)− φX(f)hH(f)d (f, cos θd)

− φX(f)dH (f, cos θd) h(f).

Hence, we have,

∇h∗(f)J [h(f)] = 0

2Φy(f)h(f)− φX1
(f)d (f, cos θd)− φX1

(f)d (f, cos θd) = 0.

Thus,

hW (f, cos θd) = φX1
(f)Φ−1y (f)d (f, cos θd) .

�

8.4. Show that the Wiener beamformer can be written as

hW (f, cos θd) =
iSNR(f)

1 + iSNR(f)
Γ−1y (f)d (f, cos θd) .
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Solution Since x(f) and v(f) are incoherent and stationary, for m = 1, ...,M ,
we have

φY (f) = E
[
|Y (f)|2

]
= E

[
|X(f)|2

]
+ E

[
|V (f)|2

]
= φX(f) + φV (f).

Additionally, since

Γy(f) =
Φy(f)

φY (f)
,

we simplify the Wiener filter as

hW (f, cos θd) = φX(f)Φ−1y (f)d (f, cos θd)

=
φX(f)

φX(f) + φV (f)
[φX(f) + φV (f)] Φ−1y (f)d (f, cos θd)

=

φX(f)
φV (f)

φX(f)
φV (f) + 1

Γ−1y (f)d (f, cos θd)

=
iSNR(f)

1 + iSNR(f)
Γ−1y (f)d (f, cos θd) .

�

8.5. Show that the Wiener beamformer can be expressed as a function of the statis-
tics of the observation and noise signals by

hW (f, cos θd) =
[
IM −Φ−1y (f)Φv(f)

]
ii.

Solution Using the following equality,

dH (f, cos θd) ii = 1,

we can rewrite the Wiener filter as,

hW (f, cos θd) = φX(f)Φ−1y (f)d (f, cos θd)

= φX(f)Φ−1y (f)d (f, cos θd) dH (f, cos θd) ii

= Φ−1y (f)Φx(f)ii

= Φ−1y (f) [Φy(f)−Φv(f)] ii

=
[
IM −Φ−1y (f)Φv(f)

]
ii.

�

8.6. Using the Woodbury’s identity, show that the inverse of Φy(f) is given by

Φ−1y (f) = Φ−1v (f)− Φ−1v (f)d (f, cos θd) dH (f, cos θd) Φ−1v (f)

φ−1X (f) + dH (f, cos θd) Φ−1v (f)d (f, cos θd)
.
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9
Differential Beamforming

Problems
9.1. Using the definition of the frequency-independent DF of a theoretical N th-
order DSA (??), show that

D (aN ) =
aTN11TaN
aTNHNaN

,

where 1 is a vector of ones, and HN is a Hankel matrix.

Solution Recall that

D (aN ) =
B2 (aN , 1)

1
2

∫ π
0 B2 (aN , cos θ) sin θdθ

.

Using the definition of B (aN , cos θ), we have,

D (aN ) =

[∑N
n=0 aN,n

]2
1
2

∫ π
0

[∑N
n=0 aN,n cosn θ

]2
sin θdθ

.

=

[∑N
n=0 aN,n

]2
1
2

∫ π
0

[∑N
n=0 a

2
N,n cos2n θ +

∑N
i=0

∑N
j=0,j 6=i aN,iaN,j cosi+j θ

]
sin θdθ

,

which can be reformulated due to the linearity of the integral and summation opera-
tions :

D (aN )

=

[∑N
n=0 aN,n

]2
1
2

[∑N
n=0 a

2
N,n

∫ π
0 cos2n θ sin θdθ

]
+ 1

2

[∑N
i=0

∑N
j=0,j 6=i aN,iaN,j

∫ π
0 cosi+j θ sin θdθ

]
=

[∑N
n=0 aN,n

]2
∑N
n=0

a2N,n
n+1 +

∑N
i=0

∑N
j=0,j 6=i,i+j even

aN,iaN,j
i+j+1

.



Jacob Benesty, Israel Cohen, and Jingdong Chen: Fundamentals of Signal Enhancement and Array Signal
Processing — Chap. 9 — 2019/12/24 — 16:38 — page 200

200

Adopting the definitions of the Hankel matrix, and aN , we have,

D (aN ) =
aTN11TaN
aTNHNaN

.

�

9.2. Show that the coefficients of the N th-order hypercardioid are given by

aN,max =
H−1N 1

1TH−1N 1
.

Solution According to its definition, aN,max is the right eigenvector correspond-
ing to the maximal eigenvalue of the matrix H−1N 11T . According to eq. (10.62)
in the book "Superdirectional Microphone Arrays", this eigenvalue is equal to
1TH−1N 1. Namely, what we would like to prove is that the following holds :

H−1N 11TaN,max = aN,max1
TH−1N 1.

By substituting the desired expression in the above, one yields :

H−1N 11T
H−1N 1

1TH−1N 1
=

H−1N 1

1TH−1N 1
1TH−1N 1

H−1N 11TH−1N 1

1TH−1N 1
=

H−1N 11TH−1N 1

1TH−1N 1
,

which validates the assumption that aN,max =
H−1
N 1

1TH−1
N 1

.

�

9.3. Using the definition of the frequency-independent FBR of a theoretical N th-
order DSA (??), show that

F (aN ) =
aTNH′′NaN
aTNH′NaN

,

where H′N and H′′N are Hankel matrices.
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Solution We have,

F (aN )

=

∫ π/2
0 B2 (aN , cos θ) sin θdθ∫ π
π/2 B2 (aN , cos θ) sin θdθ

=

∫ π/2
0

[∑N
n=0 aN,n cosn θ

]2
sin θdθ∫ π

π/2

[∑N
n=0 aN,n cosn θ

]2
sin θdθ

=

[∑N
n=0 a

2
N,n

∫ π/2
0 cos2n θ sin θdθ

]
+
[∑N

i=0

∑N
j=0,j 6=i aN,iaN,j

∫ π/2
0 cosi+j θ sin θdθ

]
[∑N

n=0 a
2
N,n

∫ π
π/2 cos2n θ sin θdθ

]
+
[∑N

i=0

∑N
j=0,j 6=i aN,iaN,j

∫ π
π/2 cosi+j θ sin θdθ

]
=

[∑N
n=0 a

2
N,n

1
2n+1

]
+
[∑N

i=0

∑N
j=0,j 6=i aN,iaN,j

1
i+j+1

]
[∑N

n=0 a
2
N,n

1
2n+1

]
+
[∑N

i=0

∑N
j=0,j 6=i aN,iaN,j

(−1)i+j
i+j+1

] .
Hence, according to the definitions of the Hankel matrices, we have,

F (aN ) =
aTNH′′NaN
aTNH′NaN

.

�

9.4. Show that the beampattern of the N th-order supercardioid is

BN,Sd (cos θ) =
a′TN,maxp (cos θ)

a′TN,maxp (1)
,

where a′N,max is the eigenvector corresponding to the maximum eigenvalue of
H′−1N H′′N .

Solution First, we would like to show that H′N is positive-definite and that H′′N
is positive semi-definite. Assuming a non-zero vector, x ∈ RN×1 :

xHH′′Nx =
N∑
i=0

N∑
j=0

xixj
1

i+ j + 1

=
N∑
i=0

N∑
j=0

xixj

∫ 1

t=0
ti+jdt

=

∫ 1

t=0

N∑
i=0

tixi

N∑
j=0

tjxjdt

=

∫ 1

t=0
|
N∑
i=0

tixi|2dt ≥ 0,
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which proves that H′′N is a positive semi-definite matrix.
Similarly,

xHH′Nx =
N∑
i=0

N∑
j=0

xixj
(−1)

i+j

i+ j + 1

= −
N∑
i=0

N∑
j=0

xixj

∫ −1
t=0

ti+jdt

=

∫ 0

t=−1

N∑
i=0

tixi

N∑
j=0

tjxjdt

=

∫ 0

t=−1
|
N∑
i=0

tixi|2dt > 0,

which entails that H′N is strictly positive matrix. It should be highlighted that the
latter inequality is true, since for small enough ε > 0, the following holds :

|
N∑
i=0

tixi|2
∣∣
t=−ε ≈ | − xkε

k|2 > 0,

where k is the first non-zero element of x.
Conclusively, the following expression is indeed a Rayleigh quotient.

F (aN ) =
aTNH′′NaN
aTNH′NaN

,

Thus, as stated, the vector that maximizes the above expression is equal to eigenvec-
tor corresponding to the maximal eigenvalue of H′−1N H′′N , which is a′N,max. Notice
that the coefficients vector must satisfy eq. (9.8), i.e., a′TN,max must be normalized to

a′TN,max∑N
i=0 a′TN,max(i)

=
a′TN,max

a′TN,maxp(1)
, where the last equality employs the definitions given

in eq. (9.7). Ultimately, this eigenvector can be replaced into eq. (9.7) to yield the
desired outcome :

BN,Sd (cos θ) =
a′TN,maxp (cos θ)

a′TN,maxp (1)
.

�

9.5. Show that the directivity pattern of the first-order hypercardioid can be ex-
pressed as,

B1,Hd (cos θ) =
1

4
+

3

4
cos θ.
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Solution Let us refer to the general definition of BN,Hd (cos θ) according to eq.
(9.34), with N = 1. Namely :

B1,Hd (cos θ) = BN,Hd (cos θ)
∣∣
N=1

=
1TH−1N p (cos θ)

1TH−1N 1

∣∣
N=1

.

Next, we employ the definitions of the Hankel matrix, HN , given in eq. (9.32), and
p (cos θ), given in (9.7), to obtain :

B1,Hd (cos θ) =

[
1 1

] [1 0
0 3

] [
1

cos θ

]
[
1 1

] [1 0
0 3

] [
1
1

] =
1

4
+

3 cos θ

4
.

�

9.6. Show that the directivity pattern of the first-order supercardioid can be ex-
pressed as

B1,Sd (cos θ) =

√
3− 1

2
+

3−
√

3

2
cos θ.

Solution Let us refer to the general definition of BN,Sd (cos θ) according to eq.
(9.38), with N = 1. Namely :

B1,Sd (cos θ) = BN,Sd (cos θ)
∣∣
N=1

=
a′TN,maxp (cos θ)

a′TN,maxp (1)

∣∣
N=1

.

Next, we employ the definition of p (cos θ), given in (9.7), to yield :

B1,Sd (cos θ) =

[
a′TN,max(0) a′TN,max(1)

] [ 1
cos θ

]
[
a′TN,max(0) a′TN,max(1)

] [1
1

] =
a′TN,max(0) + a′TN,max(1) cos θ

a′TN,max(0) + a′TN,max(1)
.

Next, it remains to find a′TN,max, which is now defined as the normalized eigenvector,

i.e. a′TN,max =
a′TN,max

a′TN,maxp(1)
, that corresponds to the largest eigenvalue of H′−1N H′′N . In

this case :

H′−1N H′′N =

[
1 −1/2
−1/2 1/3

]−1 [
1 1/2

1/2 1/3

]
=

[
7 4
12 7

]
,

from which, a simple eigenvalue decomposition process yields the maximum
eigenvalue λmax ≈ 13.92 and its corresponding normalized eigenvector ψTmax =
a′TN,max = 1

2

[√
3− 1, 3−

√
3
]
. Ultimately, we have,

B1,Sd (cos θ) =

√
3− 1 +

(
3−
√

3
)

cos θ

2
=

√
3− 1

2
+

3−
√

3

2
cos θ.
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10
Beampattern Design

Problems
10.1. Show that the minimization of the LSE criterion yields

cN = M−1
C vC

(
fm

)
.

Solution Let us recall the definition of the LSE criterion, given in eq. (10.12) :

LSE(cN ) = 1− vHC
(
fm

)
cN − cHNvC

(
fm

)
+ cHNMCcN ,

Next, let us focus on the expressions vHC
(
fm

)
cN and cHNvC

(
fm

)
, using the

definition in eqs. (10.2, 10.6, 10.12, 10.14), from which we can derive that :

vHC
(
fm

)
cN =

1

π

N∑
i=0

ci

∫ π

θ=0
e−fm cos θ cos (iθ) dθ

=
1

π

N∑
i=0

ci

∫ π

θ=0

[
N∑
n=0

cHn cos (nθ)

]
cos (iθ) dθ,

cHNvC

(
fm

)
=

1

π

N∑
i=0

cHi

∫ π

θ=0
efm cos θ cos (iθ) dθ

=
1

π

N∑
i=0

cHi

∫ π

θ=0

[
N∑
n=0

cn cos (nθ)

]
cos (iθ) dθ,

∂vHC
(
fm

)
cN

∂cN
=
∂cHNvC

(
fm

)
∂cN

.

The optimal value of cN which minimizes the LSE criterion is, therefore :

∂LSE(cN )

∂cN
= 0

∂

∂cN

(
1− vHC

(
fm

)
cN − cHNvC

(
fm

)
+ cHNMCcN

)
= 0

−2vC

(
fm

)
+ 2MCcN = 0

cN = M−1
C vC

(
fm

)
.
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�

10.2. Show that the elements of the vector vC

(
fm

)
are[

vC

(
fm

)]
n+1

= nJn
(
fm
)
,

where Jn (z) is the Bessel function of the first kind.

Solution Initially, let us recall the definition of the vector vC

(
fm

)
, as introduces

in eq. (10.12). By employing the definition of pC (cos θ) from eq. (10.6), the
(n+ 1)

th element of vC

(
fm

)
can be formulated as :[

vC

(
fm

)]
n+1

=
1

π

∫ π

θ=0
efm cos θ cos (nθ) dθ,

which is the exact representation in the first line of eq. (10.14). Next, let us use the
definition of the modified Bessel function of the first kind, which according to eq.
(10.16) is given by :

Jn(z) =
j−n

π

∫ π

θ=0
ez cos θ cos (nθ) dθ, ∀ z ∈ C.

Thus,[
vC

(
fm

)]
n+1

=
1

j−n
j−n

π

∫ π

θ=0
ez cos θ cos (nθ) dθ

∣∣
z=fm

= nJn(fm).

�

10.3. Show that the elements of the matrix MC are

[MC]i+1,j+1 =
1

π

∫ π

0
cos (iθ) cos (jθ) dθ.

Solution Initially, let us recall the definition of MC, given in eq. (10.12) :

MC =
1

π

∫ π

θ=0
pC (cos θ) pTC (cos θ) dθ.

Let us focus on matrix generated by the following vector multiplication, defined as
P :

P = pC (cos θ) pTC (cos θ) → [P]i+1,j+1 = cos (iθ) cos (jθ) .

Thus, we can formulate the (i+ 1, j + 1)
th element of MC as follows :

[MC]i+1,j+1 =
1

π

∫ π

θ=0
[P]i+1,j+1 dθ =

1

π

∫ π

θ=0
cos (iθ) cos (jθ) dθ.

�
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10.4. Prove the Jacobi-Anger expansion, i.e.,

efm cos θ =
∞∑
n=0

nJn
(
fm
)

cos (nθ) ,

where

n =

{
1, n = 0
2n, n = 1, 2, . . . , N

.

Solution First, we recall the definition of efm cos θ , given in eq. (10.11) :

efm cos θ = lim
N→∞

N∑
n=0

cn cos (nθ) .

In order to develop this expression, we should further expend the definition of cn,
∀ 0 ≤ n ≤ N . According to eq. (10.13), cN = M−1

C vC

(
fm

)
, so by replacing

the definitions of MC and vC

(
fm

)
from eqs. (10.18) and (10.14), respectively,

we can yield the vector cN :

cN = diag (1, 2, . . . , 2)


J0
(
fm

)
J1

(
fm

)
2J2

(
fm

)
. . .

NJN
(
fm

)

 =


J0
(
fm

)
2J1

(
fm

)
22J2

(
fm

)
. . .

2NJN
(
fm

)

 ,

where cN = [c0, c1, . . . , cN ]. Now,

efm cos θ = J0
(
fm
)

+ lim
N→∞

N∑
n=1

2nJn
(
fm
)

cos (nθ) .

By employing the definition of n introduced in eq. (10.19), we have,

efm cos θ = lim
N→∞

N∑
n=0

nJn
(
fm
)

cos (nθ)

=
∞∑
n=0

nJn
(
fm
)

cos (nθ) .

�

10.5. Show that the beampattern can be approximated by

BN [h(f), cos θ] =
N∑
n=0

cos (nθ)

[
M∑
m=1

nJn
(
fm
)
Hm(f)

]
.
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Solution Let us employ the definition of BN [h(f), cos θ] from eq. (10.1), and
replace in it the expression for efm cos θ :

BN [h(f), cos θ] =
M∑
m=1

Hm(f)efm cos θ

=
M∑
m=1

Hm(f)
∞∑
n=0

nJn
(
fm
)

cos (nθ)

=
∞∑
n=0

cos (nθ)

[
M∑
m=1

nJn
(
fm
)
Hm(f)

]
,

where the last equality is legitimate due to the additivity property. Now, by limiting
n to a finite length, N , the former expression can be approximated as follows :

BN [h(f), cos θ] =
N∑
n=0

cos (nθ)

[
M∑
m=1

nJn
(
fm
)
Hm(f)

]
.

�

10.6. Show that with the nonrobust filter, hNR(f), the first-order beampattern is
given by

B1 [h(f), cos θ] = H1(f) + J0
(
f2
)
H2(f) + 2J1

(
f2
)
H2(f) cos θ.

Solution Using equation (10.22) it can be stated that:

B1 [h(f), cos θ] =
1∑
i=0

cos (iθ) bi
T

(f)h(f) = b0
T

(f)h(f) + cos θb1
T

(f)h(f).

Using equation (10.23) we find that :

B1 [h(f), cos θ]

= 0
[
J0
(
f1
)

J0
(
f2
)] [H1(f)

H2(f)

]
+ cos θ1

[
J1
(
f1
)

J1
(
f2
)] [H1(f)

H2(f)

]
= 0J0

(
f1
)
H1(f) + 0J0

(
f2
)
H2(f) + cos θ1J1

(
f1
)
H1(f) + cos θ1J1

(
f2
)
H2(f)

= J0
(
f1
)
H1(f) + J0

(
f2
)
H2(f) + 2j cos θJ1

(
f1
)
H1(f) + 2j cos θJ1

(
f2
)
H2(f).

Notice that from equation (10.2) it can be seen that f1 = 0. Therefore, from equa-
tion (10.16) it can be deduced that :

J0
(
f1
)

=
1

π

∫ π

0
ej0 cos θ cos (0θ) dθ =

1

π

∫ π

0
1dθ = 1,

J1
(
f1
)

=
1

πj

∫ π

0
ej0 cos θ cos θdθ =

1

πj

∫ π

0
cos θdθ = 0.
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11
Beamforming in the Time Domain

Problems
11.1. Show that the MSE can be expressed as

J (h) = σ2
x − 2hTG (cos θd) Rxil + hTRyh.

Solution The error signal between the estimated and desired signals is given by :

e(t) = ed(t) + en(t)

=
[
GT (cos θd)h− il

]T
x(t−∆) + hTv(t),

where

ed(t) =
[
GT (cos θd)h− il

]T
x(t−∆),

en(t) = hTv(t),

are the errors due to the desired signal distortion and residual noise, respectively.
Since we assume that the desired signal and noise are uncorrelated, the MSE criteri-
on is reduced to the following expression :

J (h)

= E
[
e2d(t)

]
+ E

[
e2n(t)

]
= E

[[
GT (cos θd)h− il

]T
x(t−∆)xT (t−∆)

[
GT (cos θd)h− il

]]
+ E

[
hTv(t)vT (t)h

]
= hTG(cos θd)RxGT (cos θd)h− 2hTG(cos θd)Rxil + iTl Rxil + hTRvh

= hTRyh− 2hTG(cos θd)Rxil + σ2
x.

�

11.2. Show that the desired signal distortion index can be expressed as

υd (h) =

[
GT (cosd θ) h− il

]T
Rx

[
GT (cosd θ) h− il

]
σ2
x

.
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Solution

υd (h) =
E
[
e2d(t)

]
σ2
x

=

E
[[

GT (cos θd)h− il
]T

x(t−∆)xT (t−∆)
[
GT (cos θd)h− il

]]
σ2
x

=

[
GT (cosd θ) h− il

]T
Rx

[
GT (cosd θ) h− il

]
σ2
x

.

�

11.3. Show that the MSEs are related to the different performance measures by

Jd (h)

Jn (h)
= iSNR× ξn (h)× υd (h)

= oSNR (h)× ξd (h)× υd (h) .

Solution

Jd (h) = E
[
e2d(t)

]
= σ2

x × υd (h) ,

Jn (h) = E
[
e2n(t)

]
= hTRvh.

Therefore,

Jd (h)

Jn (h)
= σ2

x × υd (h)× 1

hTRvh

=
σ2
x

σ2
v1

× υd (h)×
σ2
v1

hTRvh

= iSNR× υd (h)× ξn (h)

=
σ2
x

hTRxh
× υd (h)×

hTRxh

hTRvh

= ξd (h)× υd (h)× oSNR (h) .

�

11.4. Show that by maximizing the WNG subject to the distortionless constraint, we
obtain the DS beamformer:

hDS (cos θd) = G (cos θd)
il
M
.
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Solution Maximizing the white noise gain subject to the distortionless constraint
is equivalent to solving the following optimization problem :

arg min
h

hTh s.t. hTG(cos θd) = iTl ,

where

G(cos θd) =


G1(cos θd)
G2(cos θd)

...
GM (cos θd)


MLh×L

.

Note that G(cos θd) contains L 1-sparse row vectors which are independent and,
hence, orthogonal to each other. Therefore, we obtain that GT (cos θd)G(cos θd)
is invertible and a diagonal matrix. Define the Lagrangian :

L (h,µ) = hTh−
[
hTG(cos θd)− iTl

]
µ.

Hence,

∇hL = 0

2h−G(cos θd)µ = 0

h =
1

2
G(cos θd)µ,

∇µL = 0

GT (cos θd)h− il = 0

1

2
GT (cos θd)G(cos θd)µ = il

µ = 2
[
GT (cos θd)G(cos θd)

]−1
il.

As a result,

hDS (cos θd) = G(cos θd)
[
GT (cos θd)G(cos θd)

]−1
il.

The white noise gain is given by,

W(hDS (cos θd))

=
1

hTDS (cos θd) hDS (cos θd)

=
1

iTl

[
GT (cos θd)G(cos θd)

]−1
GT (cos θd)G(cos θd)

[
GT (cos θd)G(cos θd)

]−1
il

=
1

iTl

[
GT (cos θd)G(cos θd)

]−1
il

.
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The column vectors of G(cos θd), by definition, contain either ones or zeros and
the number of nonzero elements ranges from 1 to M . Therefore, by choosing il
to contain a 1 in the position which coincides with the maximal (diagonal) element

in GT (cos θd)G(cos θd), we will minimize iTl

[
GT (cos θd)G(cos θd)

]−1
il and,

hence, maximizeW(hDS (cos θd)). In conclusion, we have,[
GT (cos θd)G(cos θd)

]−1
il =

1

M
il

hDS (cos θd) = G(cos θd)
il
M
.

�

11.5. Show that the WNG of the DS beamformer,W [hDS (cos θd)], is equal to M .

Solution We saw that the WNG of the DS beamformer is (11.54) :

W[hDS(cos θd)] =
1

iTl

[
GT (cos θd)G(cos θd)

]−1
il

Since the matrix product GT
m(cos θd)Gm(cos θd) is a diagonal matrix, in which the

elements are 0 or 1. Hence, the matrix GT (cos θd)G(cos θd) =
M∑
m=1

GT
m(cos θd)Gm(cos θd)

is also diagonal with elements between 0 and M. We conclude that the position of of
the 1 in il must coincide with the position of the maximum element of the diagonal
of GT (cos θd)G(cos θd). In this case, we getW[hDS(cos θd)] = M .

�

11.6. Show that the maximum DF beamformer is given by

hmax (cos θd) = ςt1 (cos θd) ,

where t1 (cos θd) is the eigenvector corresponding to the maximum eigenvalue of
the matrix Γ−1T,0,πG (cos θd) GT (cos θd) and ς 6= 0 is an arbitrary real number.

Solution The directivity factor is defined to be:

D(h) =
hTG(cos θd)GT (cos θd)h

hTΓT,0,πh

Now,

0 = ∇hD

0 =
2G(cos θd)GT (cos θd)h× hTΓT,0,πh− 2ΓT,0,πh× hTG(cos θd)GT (cos θd)h[

hTΓT,0,πh
]2 .
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