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OUTLINE
● Introduction
● Voice Activity Detection (in a nutshell)

● Guided Super Resolution –
○ Background
○ Transformer based guidance
○ Cross-attention transformer

● Discussion & Future Work
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INTRODUCTION
Why Multimodal?



“if it looks like a duck, swims like 
a duck, and quacks like a duck, 
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then it probably is a 
duck



But if it only looks like a duck…
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A grebe
A loon

A coot



But if it only sounds like a duck…



We need multiple modalities



We need multiple modalities
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Luckily, it’s a Multimodal world
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Voice Activity 
Detection



Publications
● “A deep architecture for audio-visual voice activity 

detection in the presence of transients”, Elsevier Signal 
Processing, 2017

● “An End-to-End Multimodal Voice Activity Detection Using 
WaveNet Encoder and Residual Networks”, IEEE Journal of 
Selected Topics in Signal Processing, 2019
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Proposed Method
● A multimodal deep neural architecture
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Proposed 
Method
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Experimental Results

Comparison of our method to 
“Audio-Visual Voice Activity 
Detection Using Diffusion Maps” 
by Dov et al. and our previous 
work
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Depth Super Resolution



Publications
● “Depth Map Super-Resolution via Cascaded Transformers 

Guidance”, Frontiers in Signal Processing, 2022

● “Fully Cross-Attention Transformer for Guided Depth Super 
Resolution”, MDPI Sensors Special Issue on Deep Learning 
Technology and Image Sensing, 2023
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Super Resolution
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Super Resolution
● Since 2015 (SRCNN), deep learning took over the field of SR

18



Super Resolution

19



Depth Super Resolution
● Depth plays a vital role in many real-life scenarios -
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Depth Super Resolution
● However, depth sensors usually have a low spatial resolution
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Depth Super Resolution
● Existing SR methods gave limited results when applied to 

DSR
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Depth Super Resolution
● Why? - intrinsic differences between color and depth 

images. depth maps:

○ generally contain less textures and more sharp 
boundaries

○ are usually degraded by noise due to the imprecise 
acquisition sensors

● The difficulty in capturing HR depth maps further increases 
the challenge
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Depth Super Resolution
● Solution - Adding Another Modality  

● incorporate HR image as guidance, since they contain 
plenty of useful high-frequency components which assist 
the process of DSR
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Depth Super Resolution
● Solution - Adding Another Modality
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Depth Super Resolution
● Adding Another Modality –
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Depth Super Resolution
● Drawbacks -

○ Texture copying -

○ Naïve guidance 
○ Limited receptive field
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Proposed Method
“Depth Map Super-Resolution via Cascaded 
Transformers Guidance”, Frontiers in Signal 

Processing, 2022



Proposed Method
● Depth upsampling via Residual Dilated Groups

● a cascaded transformer-based guidance mechanism from 
the intensity branch

● linear memory constraints - applicable even for very large 
images

● can handle different input resolutions - applicable to real-
world tasks
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Proposed Method
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Proposed Method

● Depth Upsampling Branch -
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Proposed Method
● dilated convolutions -

increase the receptive field
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Proposed Method

● RGB Branch -

simple convolutions with appropriate strides to do 
downsampling + ReLU
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Proposed Method

● Cascaded Transformer Guidance Module -

○ used to scale the corresponding depth features in the 
depth branch by element-wise multiplication
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A Short intro on Vision transformers
● What is Attention?

○ Transformers originated in text\NLP regimes
○ The Attention mechanism enables the transformers to 

have extremely long-term memory
○ A transformer model can “attend” or “focus” on all 

previous tokens
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A Short intro on Vision transformers
● What is Attention?
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A Short intro on Vision transformers
● What is Attention?
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A Short intro on Vision transformers
● What is Attention?
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A Short intro on Vision transformers
● Transformer for images
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A Short intro on Vision transformers
● Transformer for images – positional embeddings
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A Short intro on Vision transformers
● Increased receptive field
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A Short intro on Vision transformers
● Attention assigns different weights to different parts of the input
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Proposed Method

● Cascaded Transformer Guidance Module -

○ learns structural and content information from a large 
receptive field

○ encode distant dependencies leveraging both local and 
global information for guidance
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Datasets -
Middlebury & MPI Sintel

Used LR patches of size
96/96/48/24 for scaling factors
2/4/8/16
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Experimental Results

SOTA in terms of RMSE on 
almost all datasets & scaling 
factors
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Experimental Results

Robust under various noises in 
both depth & guidance image
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Experimental Results

Generalizes to unseen datasets 
(NYU_Depth_V2)
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Experimental Results
Reduces “texture copying” effect
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Proposed Method
● Discussion –

○ Guidance based on cascaded transformer with large 
receptive field

○ Linear memory constraints – applicable to large images 
and real-life scenarios

○ Good generalization abilities and insensitivity to noise
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Proposed Method
“Fully Cross-Attention Transformer for Guided 
Depth Super Resolution”, MDPI Sensors Special 
Issue on Deep Learning Technology and Image 

Sensing, 2023



Proposed Method
● Fully transformer based architecture

● Guidance via cross-attention in a single branch

● Same linear memory constraints as in previous work -
applicable for very large images and different resolutions 
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Proposed Method
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Proposed Method

● Main branch – combines feature extraction with guidance 
from the RGB image via a cross-attention design
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Another short drill down on transformers
● In a transformer encoder, attention 

is calculated via dot product 
between 3 matrices – Q, K, V
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Another short drill down on transformers
● In cross attention – K & V come from one modality, while Q 

comes from the other 
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Proposed Method

● Main branch –

○ the cross attention allows continues guidance from the 
guidance image 

○ All elements of the guidance features can interact with 
all elements of the depth upsampling
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Proposed Method

● Color Feature Guidance -

● Similar design to the previous work (cascaded self-attention 
transformer)

● Scales the features before the final upsampling, 
incorporating more HR information
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Experimental Results

improves upon previous work in all parameters –

Better reconstruction (RMSE), better generalization, faster (~20%)
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Experimental Results
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Experimental Results

Ablation study demonstrates the importance of cross-attention, and CFG
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Future work

● Apply to a real-world use case  –

○ aerial imagery SR in which a Raster (color) image and a 
Dynamic Elevation Model (DEM) are available.

○ DEMs are mostly low-resolution whereas Raster images 
are HR 

○ Our objective would be to improve the DEM resolution 
using both the LR DEM and raster image as inputs.
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Future work

● Apply to a real-world use case  –
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Discussion

● deep multi-modal networks for voice activity detection and 
depth images SR

● Transformer based architectures for guided SR

● Fusion\guidance attention & cross-attention mechanisms

● SOTA results in both tasks (at time of publication)
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Questions?

*multimodal neural networks according to StableDiffusion..
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