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Abstract

Multimodal learning has advanced rapidly in several areas over the last decade, in-
cluding computer vision and audio processing. A multimodal deep learning framework
enables models to predict based on multiple modalities. This thesis introduces mul-
timodal deep neural networks with specific applications in audio-visual voice activity

detection and guided super-resolution.

The first task this thesis focuses on is audio-visual voice activity detection (VAD).
We investigate VAD in challenging acoustic environments, such as high noise levels and
transients found in real-life scenarios. An audio and video signal is captured by a camera
pointed at the speaker’s face in a multimodal setting. Accordingly, speech detection
translates to the question of how to properly fuse the audio and video signals, which
we address within the framework of deep learning. An architecture based on a variant
of auto-encoders is presented, which combines the two modalities, providing a new
representation of the signal that reduces interference. The new representation is fed into
a recurrent neural network for speech detection, which is trained in a supervised manner

to further encode differences between speech dynamics and interfering transients.

In follow-up work, we propose incorporating auditory and visual modalities into an
end-to-end deep neural network for VAD. In noisy conditions, robust features must be
extracted from both modalities to accurately distinguish speech from noise. We use a
deep residual network to extract features from the video signal, while WaveNet encoders
are used for feature extraction in the audio modality. To form a joint representation
of speech, features from both modalities are fused using multimodal compact bilinear
pooling. We then train the system in an end-to-end supervised fashion using a long

short-term memory network to encode the temporal information.



The second topic this thesis addresses is guided super-resolution of depth informa-
tion. Depth information captured by affordable depth sensors is characterized by low
spatial resolution, which limits potential applications. Several methods have been pro-
posed for guided super-resolution of depth maps using convolutional neural networks to
overcome this limitation. In a guided super-resolution scheme, high-resolution depth
maps are inferred from low-resolution ones with the additional guidance of a corre-
sponding high-resolution intensity image. However, these methods are still prone to
texture copying issues due to improper guidance by the intensity image. Specifically,
in most existing methods, guidance from the color image is achieved by a naive con-
catenation of color and depth features. We propose a multi-scale residual deep network
for depth map super-resolution. A cascaded transformer module incorporates high-
resolution structural information from the intensity image into the depth upsampling
process.

We additionally propose a fully transformer-based network for depth map super res-
olution. A cascaded transformer module extracts deep features from a low-resolution
depth. It incorporates a novel cross-attention mechanism to seamlessly and continu-
ously provide guidance from the color image into the depth upsampling process. Using
a window partitioning scheme, linear complexity in image resolution can be achieved,
so it can be applied to high-resolution images. The proposed methods of guided depth
super resolution outperform other state-of-the-art methods through extensive experi-

ments.



Abbreviations and Notations

Abbreviations

AUC
CAGM
CATB
CATL
CFG
CNN
CTGM
DBN
DEM
DL
DSR
FFT
HR
LN

LR
LSTM
MCB
MFCC
MLP
MSA
PLP
RDG

area under the curve
cross-attention guidance module
cross-attention transformer block
cross-attention transformer layer
color feature guidance
convolutional neural network
cascaded transformer guidance module
deep-belief network

dynamic elevation model

deep learning

depth super resolution

fast Fourier transform
high-resolution

layer normalization
low-resolution

long short-term memory
multimodal compact bilinear

mel frequency cepstral coefficients
multilayer perceptron
multiheaded self-attention
perceptual linear prediction

residual dilated groups



RELU : rectified linear unit

RMSE : root mean square error

RNN : recurrent neural network

ROC :  receiver operating characteristic
SGD : stochastic gradient descent
SNR :  signal-to-noise ratio

SR : super resolution

TN :  true negative

TP :  true positive

VAD :  voice activity detection



Notations

a : an audio signal

a, . feature representations of the nth frame of the clean audio signal
a, : the nth frame of the clean raw audio signal

a, : the nth frame of the audio signal contaminated by background noises and transient i
{a, }V : a dataset of length IV frames of the clean audio signal

A : an attention matrix

b : a bias vector

Convs(-) : a convolution layer with a kernel size of 3 x 3

Convi(-) : a convolution layer with a kernel size of 1 x 1

Dir : a low resolution depth map

Dur : a reconstructed high resolution depth map

F :  the nonlinear mapping learned by a deep neural network

h : a hidden layer in some neural network

Ho : a hypothesis denoting speech absence

Hi : a hypothesis denoting speech presence

I : a 2D input image

Inr : a high resolution guidance intensity image

I(n) : a speech indicator of frame n

K . keys vector in a transformer module

{Kq} : a set of learnable filters in a convolution layer

L() :aloss function

N : the input sequence length for a transformer encoder

(P, P) : an image patch of size P x P

Q : queries vector in a transformer module

S : a given scaling factor in a super resolution scenario

St . the i"" audio sequences of length T

S? . the i*" video sequences of length T

Sfl . the i*" audio sequences of length T contaminated with noise
v : a video signal



Xn

Yn

feature representations of the nth frame of the clean video signal

the nth frame of the clean raw video signal

values vector in a transformer module

a weight matrix in a neural network

an input vector to some neural network

an input vector to some neural network representing the nth frame of a signal
an output vector of some neural network

an output vector of some neural network representing the nth frame of a signal
the learned parameters of a deep neural network

an element-wise activation function

the count sketch projection function



Chapter 1

Introduction

1.1 Background and Motivation

Multimodality is inherent to the world around us. Our senses help us gather and fuse
data we will be able to use later in our cognition process. The ability to leverage
multiple modalities of perception data collectively is a fundamental mechanism in our
sensory perception. It enables us to engage with the world under dynamic and uncon-
strained circumstances, with each modality serving as a unique source of information
with different statistical properties. As an example, images convey a visual impres-
sion of a "walking dog” by means of thousands of pixels, whereas a corresponding text
describes this moment using several words. See Fig. 1.1.

This has led to significant research efforts in multimodal deep learning (DL). In gen-
eral, multimodal DL involves building models that can extract and relate information
from multimodal data. A multimodal approach can significantly improve performance,
as opposed to a unimodal approach that only provides partial insight into a research
problem. This information from multiple sources is contextually related and often pro-
vides additional necessary information. This allows for more accurate predictions since
it reveals features that would otherwise be hidden in individual data sources.

The use of multimodal deep learning involves a variety of technical challenges,
including representation, translation, alignment, fusion, and co-learning. Learning how
to fuse the extracted heterogeneous features into a common representation space by

learning how to extract features from two or more modalities, often with different
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Figure 1.1: Conceptual representation of the animal dog from different modalities.
[Dim22]
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dimensions and properties (e.g., textual, visual, and auditory modalities), is of critical

importance.

Notable recent advances and trends in multimodal DL include audio-visual speech
recognition [YGS89], multimodal emotion recognition [Boa20], image and video cap-

tioning [BA18], Visual Question-Answering [AALT15, ZPZ120] and more.

The first application this thesis addresses is the one of voice activity detection
(VAD). Voice activity detection is the problem of distinguishing between sections of a
speech signal containing speech and non-speech sections. It fulfills an essential part in
many modern speech-based systems such as those for speech and speaker recognition,

speech enhancement, emotion recognition and dominant speaker identification.

Traditional methods of voice activity detection mostly rely on the assumption of
quasi-stationary noise, i.e., the noise spectrum changes at a much lower rate than the
speech signal. One group of such methods are those based on simple acoustic features
such as zero-crossing rate and energy values in short time intervals [KN91, JMR94,
VGX]. More advanced methods are model-based methods that focus on estimating
a statistical model for the noisy signal [CK11, CKMO06, SKS99, RSB*04]. The per-
formance of such methods usually significantly deteriorates in the presence of even
moderate levels of noise. Moreover, they cannot correctly model highly non-stationary
noise and transient interferences, which are common in real-life scenarios and are within

the main scope of this study, since the spectrum of transients, similarly to the spectrum



of speech, often rapidly varies over time [DTC16].

Apart from the statistical approaches noted above, more recent methods have been
developed using machine learning techniques [SCK10, WZ11], and more specifically, us-
ing deep neural networks. Deep networks were successfully used to extract useful signal
representations from raw data, and more specifically, several studies have also shown
the favorable property of deep networks to model the inherent structure contained in
the speech signal [HDY'12]. Deep neural networks were recently utilized in several
modern voice activity detectors; Zhang and Wu [ZW13] proposed to extract a set of
predefined acoustic features, e.g., Mel Frequency Cepstral Coefficients (MFCC), from
a speech signal and then feed these features to a deep belief network (DBN) in order
to obtain a more meaningful representation of the signal. They then used a linear clas-
sifier to perform speech detection. Thomas et al. [TGSS14] fed a convolutional neural
network (CNN) with the log-Mel spectrogram together with its delta and delta-delta
coefficients and trained the CNN to perform voice activity detection.

Despite showing improved performance compared to traditional methods, these
networks classify each time frame independently, thus ignoring existing temporal re-
lations between consecutive time frames. To alleviate this issue, several studies have
suggested methods for modeling temporal relations between consecutive time frames
[TRO7]. More modern methods rely on recurrent neural networks (RNN) to incorpo-
rate previous inputs into the classification process, thus utilizing the signal’s temporal
information [LHB15, GMH13, HL13]. Hughes and Mierle [HM13] extracted Perceptual
Linear Prediction (PLP) features from a speech signal and fed them to a multi-layered
RNN with quadratic polynomial nodes to perform speech detection. Lim et al. [LJL16]
proposed to transform the speech signal using a short-time Fourier transform and use a
CNN to extract a high-level representation for the signal. This new representation was
then fed to an LSTM to exploit the temporal structure of the data. These methods
however still mostly rely on hand-crafted audio features, and often misclassify frames
that contain both speech and transients as non-speech frames, since transients often
appear more dominant than speech.

Although most of the current work on voice activity detection concentrates around

the subject’s audio signal, recent methods proposed to make use of other modalities,



such as visual information, to improve the voice detection [SRGT06, SRGT09, ARHT07,
LWJ11, AHC10, TJY 12, AM08, YNO10, MLS*13]. The advantages of using a multi-
modal setting are most prominent when dealing with demanding acoustic environments,
where high levels of acoustic noise and transient interferences are present since the video
signal is entirely invariant to the acoustic environment. Therefore, proper incorpora-
tion of the video signal can significantly improve voice detection, as we show in this
work. Ngiam et al. [NKK™11] proposed a Multimodal Deep Autoencoder for feature
extraction from audio and video modalities. A bimodal DBN was used for the initial-
ization of the deep autoencoder, and then the autoencoder was fine-tuned to minimize
the reconstruction error of the two modalities. Zhang et al. [ZZHG16] used a CNN
for classifying emotions in a multimodal setting. They applied two separate CNNs, the
first operating on the mel-spectrogram of an audio signal and the second on a video
recording of a subject’s face. The features extracted using the two CNNs were concate-
nated and fed to a deep fully connected neural network to perform the classification.
Dov et al. [DTC15] proposed to obtain separate low dimensional representations of the
audio and video signals using diffusion maps [CL06]. The two modalities were then
fused by a combination of speech presence measures, which are based on spatial and
temporal relations between samples of the signal in the low dimensional domain.

The great majority of works described above still make use of commonly hand-
crafted features in the audio or visual modality. To alleviate the need for hand-crafted
features, a few studies proposed to adopt an end-to-end approach and use the raw,
unprocessed data as input while utilizing as little human apriori knowledge as possible
[GJ]. The motivation behind this is that a deep network can ultimately automatically
learn an intermediate representation of the raw input signal that better suits the task at
hand which in turn leads to improved overall performance. Trigeorgis et al. [TRB116]
proposed an end-to-end model for emotion recognition from raw audio signals. A
CNN was used to extract features from the raw signal which were then fed to an
LSTM network in order to capture the temporal information in the data. Tzirakis et
al. [TTNT17] recently proposed another multimodal end-to-end method for emotion
recognition. Features were extracted separately from audio and video signals using two

CNNs and then concatenated to form a joint representation, which in turn was fed to
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a multi-layered LSTM for classification. Hou et al. [HWL" 18] proposed a multimodal
end-to-end setting for speech enhancement. They used two CNNs to extract features
from audio spectrograms and raw video, and these features were then concatenated
and fed into several fully connected layers to produce an enhanced speech signal. This
work, however, uses only simple concatenation to fuse the two modalities and does not
utilize temporal information which we solve by incorporating LSTM. Petridis et al.
[PSM* 18] proposed an end-to-end approach for audio-visual speech recognition. They
extracted features from each modality using a CNN and then fed these features to
modality-specific RNN layers. The modalities were then fused by feeding the outputs
of those RNNs to another RNN layer.

The second application this thesis addresses is the one of guided depth super resolu-
tion (DSR). High-resolution (HR) depth information of a scene plays a significant part
in many applications such as 3D reconstruction [IKH'11], driving assistance [SSGT09],
and mobile robots. Nowadays, depth sensors such as LIDAR or time-of-flight cameras
are becoming more widely used. However, they often suffer from low spatial resolu-
tion, which does not always suffice for real-world applications. Thus, ongoing research
has been done on reconstructing a high-resolution depth map from a corresponding
low-resolution (LR) counterpart in a process termed depth super resolution (DSR).

The upsampling of depth information is not a trivial task since the fine details in the
HR depth map are often missing or severely distorted in the LR depth map, because of
the sensor’s limited spatial resolution. Moreover, there often exists an inherent ambi-
guity in super-resolving the distorted fine details. A naive upsampling of the LR image,
e.g., bicubic interpolation, usually produces unsatisfactory results with blurred and un-
sharp edges. Therefore, numerous advanced methods have been proposed recently for
the upsampling, commonly termed super-resolution (SR), of depth information.

In recent years, many learning-based approaches based on elaborate convolutional
neural networks (CNN) architectures for DSR were proposed [GLG*18, HLT16, RRB16,
SDQ18, ZFY19]. These methods surpassed the more classic approaches such as filter-
based methods [HST12, YYDNO7], and energy minimization-based methods [FRR ™13,
JHY*18, YYL'14] in terms of computation speed and the quality of the reconstructed

HR information. Although CNN-based methods improved the performance significantly
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compared with traditional methods, they still suffer from several drawbacks. To begin
with, feature maps derived from a convolution layer have a limited receptive field, mak-
ing long-range dependency modeling difficult. Second, a kernel in a convolution layer
operates similarly on all parts of the input, making it content-independent and likely
not the optimal choice. In contrast to CNN, Transformers, [VSP117] have recently
shown promising results in several vision-related tasks due to their use of attention.
The attention mechanism enables the transformer to operate in a content-dependent
manner, where each input part is treated differently according to the task.

In many cases, an LR depth map is accompanied by a corresponding HR intensity
image. Many of the more recent methods propose to use this additional image to guide
or enhance the SR of the depth map [GLGT18, HLT16, KHK13, KTL15, PKT"11,
ZFY™19, ZZX*t21, LDWS19, KJB*21, LDL20, YSW*20, CLYX21]. These methods
assume that correspondence can be established between an edge in the intensity image
and the matching edge in the depth map. Then, given that the intensity image has a
higher resolution, its edges can determine depth discontinuities in the super-resolved
HR depth map. However, there could be cases in which an edge in the intensity image
does not correspond to a depth discontinuity in the depth map or vice versa, e.g., in
the case of smooth, highly textured surfaces in the intensity image. These cases lead to
texture copying, where color textures are over-transferred to the super-resolved depth
map at the boundaries between textured and homogeneous regions. Hence, a more

sophisticated guidance scheme needs to be considered.

1.2 Main Contributions

In this research thesis, the aforementioned topics are addressed. In essence, the thesis
provides four main contributions. Two of them relate to the topic of audio-visual voice

activity detection; the other two concern guided super resolution of depth information:

e In a multimodal setting, in which a speech signal is captured by a microphone
and a video camera, we present a neural network architecture based on a variant
of auto-encoders, which combines the audio-visual modalities, and provides a

new representation of the signal, in which the effect of interferences is reduced.
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To further encode differences between the dynamics of speech and interfering
transients, the signal, in this new representation, is fed into a recurrent neural

network, which is trained in a supervised manner for speech detection.

e In the same audio-visual multimodal setting, we utilize a deep residual network
to extract features from the video signal, while for the audio modality, we employ
a variant of WaveNet encoder for feature extraction. The features from both
modalities are fused using multimodal compact bilinear pooling to form a joint
representation of the speech signal. To further encode the temporal information,
we feed the fused signal to a long short-term memory network and the system is

then trained in an end-to-end supervised fashion.

e We propose a multi-scale residual deep network for guided depth map super-
resolution. A cascaded transformer module incorporates high-resolution struc-
tural information from the intensity image into the depth upsampling process.
The proposed cascaded transformer module achieves linear complexity in image

resolution, making it applicable to high-resolution images.

e We propose a fully transformer-based network for depth map super resolution. A
cascaded transformer module extracts deep features from a low-resolution depth.
It incorporates a novel cross-attention mechanism to seamlessly and continuously
provide guidance from the color image into the depth upsampling process. Us-
ing a window partitioning scheme, linear complexity in image resolution can be

achieved, so it can be applied to high-resolution images.

1.3 Overview of the Thesis

In Chapter 3, a deep neural network architecture for audio-visual voice activity de-
tection is presented. The architecture is based on specifically designed auto-encoders
providing an underlying representation of the signal, in which, simultaneously, data
from audio and video modalities are fused, and the effect of transients is reduced.
The new representation is then incorporated into an RNN, which, in turn, is trained

for speech presence/absence classification by incorporating temporal relations between
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samples of the signal in the new representation. The classification is performed in a
frame-by-frame manner without temporal delay, which makes the proposed deep archi-
tecture suitable for online applications. The proposed deep architecture is evaluated in
the presence of highly non-stationary noises and transient interferences.

The proposed deep architecture is evaluated in the presence of highly non-stationary
noises and transient interferences. Experimental results show improved performance of
the proposed architecture compared to single-modal approaches that exploit only the
audio or video signals, thus demonstrating the advantage of audio-video data fusion. In
addition, we show that the proposed architecture outperforms competing multimodal
detectors.

In Chapter 4, we present a deep end-to-end neural network architecture for audio-
visual voice activity detection. First, we extract meaningful features from the raw audio
and video signals; for the video signal, we employ a ResNet-18 network [HZRS] as a fea-
ture extractor, and for the audio signal, we employ a variant of a WaveNet [VDODZ™]
encoder. Then, instead of merely concatenating the feature vectors extracted from the
two modalities, as is common in most multimodal networks, we propose to fuse the
two vectors into a new joint representation via a Multimodal Compact Bilinear (MCB)
pooling [GBZD] module, which was shown to efficiently and expressively combine mul-
timodal features. The output of the MCB module is fed to several stacked LSTM layers
in order to explore even further the temporal relations between samples of the speech
signal in the new representation. Finally, a fully connected layer is used to perform
the classification of each time frame to speech/non-speech, and the entire network is
trained in a supervised end-to-end manner. The proposed deep end-to-end architecture
is evaluated in the presence of highly non-stationary noises and transient interferences.

In Chapter 5, we propose a deep architecture for guided super resolution of depth
information. To alleviate the texture copying problem, we propose a Cascaded Trans-
former Guidance Module (CTGM) for guided depth map SR. Our proposed CTGM is
constructed by stacking several transformer blocks, each operating locally within non-
overlapping windows that partition the entire input. Window shift is introduced be-
tween consecutive transformer blocks to enable inter-window connections to be learned.

The CTGM is fed with HR features extracted from the intensity image and is trained
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to pass only salient and consistent features that are then incorporated into the depth
upsampling process. Our proposed CTGM is capable of learning structural and content
information from a large receptive field, which was shown to be beneficial for SR tasks
[ZZGZ17].

Our proposed CTGM exhibits linear memory constraints, making it applicable even
for very large images. Furthermore, Unlike other transformer architectures, our ar-
chitecture can handle different input resolutions, both during training and inference,
making it highly applicable to real-world tasks.

Our overall architecture can be divided into three main parts: a depth branch,
an intensity branch, and the CTGM. The proposed depth branch comprises several
Residual Dilated Groups (RDG) [ZLL118] and performs the upsampling of the given
LR depth map in a multi-scale manner, as in, e.g., [HLT16]. Meanwhile, the intensity
image is fed into the intensity branch, which extracts HR features and complements
the LR depth structures in the depth branch via the CTGM. This process is repeated
according to the desired upsampling factor. This closely guided multi-scale scheme
allows the network to learn rich hierarchical features at different levels, and better
adapt to the upsampling of both fine-grained and coarse patterns. Moreover, this
enables the network to seamlessly utilize the guidance from HR intensity features in
multiple scales.

In Chapter 6, we propose a novel, fully transformer-based architecture for guided
DSR. Specifically, the proposed architecture consists of three modules: shallow feature
extraction, deep feature extraction and fusion, and an upsampling module. In this
paper, we term the feature extraction and fusion module the cross-attention guidance
module (CAGM). The shallow feature extraction module uses convolutional layers to
extract shallow features from LR depth and HR color images, which are directly fed
to the CAGM to preserve low-frequency information. Next, several transformer blocks
are stacked to form the CAGM, each operating in non-overlapping windows from the
previous block. Guidance from the color image is introduced via a cross-attention
mechanism. In this manner, guidance from the HR color image is seamlessly integrated
into the deep feature extraction process, enabling the network to focus on salient and

meaningful features and to enhance the edge structures in the depth features while
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suppressing textures in the color features. Moreover, using transformer blocks allows
learning of structure and content from a wide receptive field, which is beneficial for SR
tasks [ZZGZ17]. As a final step, shallow and deep features are fused in the upsampling
module to reconstruct HR depth.

Our transformer-based architecture with a novel guidance mechanism that leverages
cross-attention to seamlessly integrate guidance features from a color image to the DSR
process. Also, linear memory constraints make the proposed architecture applicable

even for large inputs.

1.4 Organization

This research thesis is organized as follows. Chapter 2 provides a high-level scientific
background for the performed research. The contribution of this thesis is elaborated
in Chapters 3 to 6. Chapters 3 and 4 are dedicated to the presentation of multimodal
voice activity detection in an audio-visual setting. Chapters 5 and 6 introduce two
transformer-based architectures for the task of guided depth super resolution. Finally,

Chapter 7 concludes this thesis and proposes directions for future research.
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Chapter 2

Background and Formulation

2.1 Audio-Visual voice activity detection

In this section, we provide a brief overview of multimodal voice activity detection. We
consider a speech signal simultaneously recorded via a single microphone and a video
camera pointed at a front-facing speaker. The video v signal usually comprises the
mouth region of the speaker. It is aligned to the audio signal a by a proper selection
of the frame length and the overlap of the audio signal.

The clean audio signal a can be used to label each time frame n according to
the presence or absence of speech, and then assign each frame in a and v, with the
appropriate label. Let Ho and H; be two hypotheses denoting speech absence and

presence, respectively, and let I(n) be a speech indicator of frame n, given by:

1, neH;
I(n) = . (2.1)

0, néeHy

A voice activity detector aims to estimate I(n), i.e., to classify each frame n as a
speech or non-speech frame.

In most cases, VADs operate on some feature representation of the frames in a
and v. Denote, a, € R4 and v,, € RV as feature representations of the nth frame
of the clean audio and video signals, respectively, where A and V are the number
of features. Alternatively, other VADs operate on raw input signals. Here 4, € R

c RHXWX?)

and v, represent the audio and video frames, respectively, where H and
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Algorithm 2.1 Inject Random Background Noise and Transient Interference

1: > Init noises and transients lists:

2: Noises : {white Gaussian noise, musical instruments noise, babble noise, none}
3: Trans : {door-knocks, hammering, keyboard typing, metronome, scissors, none}
4:

5: > For each sequence S' in the dataset:

6: for i = 1 — #sequences in dataset do

7. L < Length of sequence S! in frames

8: > randomly choose noises to inject:

9:  noise < uniformly random noise from “Noises”

10:  trans < uniformly random transient from “Trans”

11:  SNR < uniformly random value from [0,20]

12: > randomly inject sequences of length L from N,T':

13:  if noise is not “none” then

14: Ry 0ise < random sequence of length L from noise
15: Rypise <+ Rnoise/Std(Rnoise)

16: > update Rypise’s SNR

17: Roise < Ruoise X (std(Sh)/(10(5NF/20))

18: S! < S! + Rpoise

19: end if

20:  if trans is not “none” then

21: Rirans < random sequence of length L from trans
22: S! < Sl + 2 X Rirans

23:  end if

24: end for

25:

26: return S!, as S},
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Figure 2.1: An illustration of an audio-visual voice activity detection system.

W are the height and width of each video frame in pixels, respectively. We define
a, to be the nth frame of the audio signal contaminated by background noises and
transient interferences. Each &,, can be generated from a,(or &,) by randomly adding

background and transient noises, as presented in Alg. 2.1, for the case of L = 1.

Other VAds take into account L past frames in the classification process. For that

)

!, respectively, the ith audio and video sequences. Since only past

we denote S! and S
frames are used in the classification process, each sequence is labeled according to the
label of the last frame in the sequence. That is, the sequence S! containing the video
frames {V;_r,Vi_(1—1), Vi—(1—2), -+ Vi} is assigned the label given to a;, the ith frame

of the audio signal a. Each sequence S is contaminated with noise according to the

procedure outlined in Alg. 2.1 to produce the contaminated sequence S’fl.

It is worth noting that VAD is especially challenging in the presence of transients,
which are typically more dominant than speech due to their short duration, high am-
plitudes and fast variations of the spectrum [DTC16]. Specifically, frames that contain
both speech and transients, for which #; holds, are often similar in the feature space to
non-speech frames that contain only transients so that they are often wrongly classified

as non-speech frames.
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2.2 Autoencoders

In this section, we provide a short review of deep autoencoders [HS06]. An autoencoder
is a feed-forward neural network with input and output layers of the same size, which
we denote by x € RP and y € RP, respectively. They are connected by one hidden
layer h € RM | such that the input layer x is mapped into the hidden layer h through
an affine mapping:

h=0(Wx+b), (2.2)

where W is a D x M weight matrix, b is a bias vector and ¢ is an element-wise

activation function. Then, h is mapped into the output layer y:
y =5 (Wh + B) , (2.3)

where W, b, & are defined similarly to W, b and o.

Optimal parameters (weights) W, W, b, b are those that allow reconstructing the
signal x at the output y of the autoencoder, and they are obtained via a training

procedure, by optimizing a certain loss function £(x,y), e.g., a square error.

It has been shown [VLL'10, RHWS&8] that minimization of the autoencoder’s loss
function L£(x,y) is equivalent to maximization of a lower bound on the retained in-
formation between the input and output of the autoencoder. Thus, the hidden layer
h, obtained by (2.2) with optimized parameters W and b, has the maximal mutual
information with the input signal x. The activation functions o, & are usually chosen
to be non-linear functions. e.g. a sigmoid function o(z) = l—i-#p—z’ so that the hidden
layer h incorporates non-linear relations between different parts of the input signal
[HS06, BLT07]. In addition, the dimension M of h is typically set smaller than that of

the input signal D. Therefore, the hidden layer h is often considered as a non-linear

low-dimensional representation of the input signal.

A deep architecture of autoencoders is constructed by stacking L autoencoders such
that the Ith hidden layer, denoted by h', is used as an input for the (I 4 1)th layer. The
training is performed one layer at a time in a bottom-up fashion. The first layer of the

deep architecture is trained with x as input, and once trained, h' is calculated by (2.2)
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using the optimized parameters W' and b!, where W' and b' denote the parameters
of the Ith layer. Then, parameters W' and b! are fixed, and the obtained h' is used
as input for the training procedure of the second layer and similarly for all layers up-to

L.

2.3 Recurrent Neural Networks and LSTM

An RNN is a feed-forward multi-layered neural network in which loop connections,
which are added to the hidden layers, allow to the incorporation of temporal information

in the decision process.

Given an input vector x,,, an RNN with one hidden layer h,, computes the output

layer y,, using a hidden layer at time frame n — 1, according to:
h,=o0 (Wxn +Wh,_; + bn) (2.4)

yn=0(Wh, +b,) (2.5)

where W, W and W are weight matrices, b and b are the bias parameters, and o, & are
the corresponding activation functions. The case of an RNN with one hidden layer is
extended to the case of an RNN with L > 1 layers by iteratively calculating the hidden
layers for [ =1 to L:

hl, = o (Wi ' + W'hl,_, + b)) (2.6)

n

where h!, is the [th hidden layer at time n, and W, W and b are defined as in (2.4).
The first layer is the input layer, i.e., h) = x,,, and the output layer y,, is calculated

from (2.5) using the last hidden layer h,% .

We note, that RNN has two beneficial properties for voice activity detection. First,
the length of the temporal window used for speech detection is implicitly incorporated
in the weights {Wl}f, and is automatically learned during the training process rather
than being arbitrarily predefined. Second, the speech indicator is obtained via a super-
vised procedure, which exploits the true labels of the presence of speech and allows for

accurate detection of speech.
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When applied to long sequences, RNNs suffer from vanishing gradients, which hin-
der learning. The gradients carry information used in the RNN parameter update.
The parameter updates become insignificant when the gradient becomes smaller and
smaller, which means no real learning takes place. Additionally, RNNs struggle to learn

long-term dependencies in input data.

In light of these limitations, Long Short Term Memory networks were proposed in
[hoc]. LSTMs are a special kind of RNN, explicitly designed to avoid the long-term

dependency problem and overcome vanishing gradients.

A common LSTM unit consists of a cell, an input gate, an output gate, and a forget
gate. Three gates control the flow of information into and out of the cell, which allows
it to remember values over arbitrary periods of time. The forget gate determines what
information to discard by comparing a previous state to a current input and assigning a
value between 0 and 1. A value of 1 indicates that the information is kept, and a value
of 0 indicates that it is discarded. Input gates decide which pieces of newly received
information to store in the current state, using the same system as forget gates. The
output gates determine which pieces of information from the current state are output.
This allows the LSTM network to maintain useful, long-term dependencies in the data

by selectively outputting relevant information from the current state.

Formally, the LSTM cell model is characterized as follows:

f, =0 (fon + thn_l + bf)
i, =0 (szn + V\Vihn,1 + bz)
o, =0 (Woxn + V\Vohn,l + bo)

(2.7)

&n =& (Wexy + Wehy 1 + b )
c,=1f,®cp_1+1i, ® ¢,
h, =0, ®7d (cy,)
where x,, is the input vector, f,,i,, o, and ¢, are the activation vectors of the
forget, input, output and cell gates, respectively. c, is the cell state vector, and h,, is

the hidden state vector which is also the output vector of the LSTM unit. W, W, and

b are weight matrices and a bias vector that need to be learned during training. Here,
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Figure 2.2: The general structure of an LSTM cell.

o is a sigmoid function, and & is the hyperbolic tangent function.

2.4 Dilated Convolution

Convolutions are one of the main building blocks of modern neural networks. A con-
volution layer’s parameters consist of a set of learnable filters {K,}, that have the
same number of dimensions as the input they are convolved with. During the forward
pass, these filters are convolved with the input, computing the dot product between
the entries of the filter and the input to produce a new feature map. In most modern
networks, relatively small filters are often used, thus each entry of the feature map has
only a small receptive field of the input. In order to increase this receptive field, larger
filters can be used, or many layers of small filters can be stacked, both at the expense of
more burdensome computations. Alternatively, dilated convolutions can be utilized to
increase the receptive field of each feature map entry without substantially increasing

the computational cost.

In a dilated convolution, the filter K, is applied over an area that is larger than
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its size by skipping input values with a predetermined dilation factor. E.g, in the 2-D
case, a convolution operation between a 3 x 3 filter K, with a dilation factor of 2 and

a 2-D input volume I at location (p, o) is given by:

1 1
I+Kyp,0)= > > Ilp—2Lo—-2m) Kyl +1,m+1) (2.8)
l=—1m=-1

where * denotes the convolution operator. By skipping input values, a dilated convo-
lution effectively operates on a larger receptive field than a standard convolution.

In order to increase the receptive field of all feature maps’ entries even further,
without increasing the computational load, several dilated convolutions can be stacked
[YK16]. Notably, a block constructed of 10 dilated convolutions with exponentially
increasing dilation factors of 1, 2, 4, . . . , 512, has a receptive field of size 1024
and can be considered a more efficient and discriminative non-linear counterpart of a

1 x 1024 regular convolution layer.

2.5 Multimodal Compact Bilinear Pooling

Bilinear pooling is a fusion method for two vectors, x € R?1 and q € R?2, in which
the joint representation is simply the outer product between the two vectors. This
allows, in contrast to an element-wise product or simple concatenation, a multiplicative
interaction between all elements of both vectors. Bilinear pooling models [TF00]| have
recently been used for fine-grained classification tasks [LRM]. However, their main
drawback is their high dimensionality of B; x Bs, which can be very large in most
real-life cases and leads to an infeasible number of learnable parameters. For example,
if By and Bs are the lengths of two vector embeddings where By = By = 512, the joint
representation is of length 5122. This inevitably leads to very high memory consumption
and high computation times and can also result in over-fitting.

To overcome the aforementioned limitation, multimodal compact bilinear pooling
was presented in [FPYT16]. The multimodal compact bilinear pooling is approximated
by projecting the joint outer product to a lower dimensional space while also avoiding
computing the outer product directly. This is accomplished via the count sketch pro-

jection function suggested in [CCFC02], denoted as ¥, which is a method of projecting
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Figure 2.3: An illustration of multimodal compact bilinear pooling for two input vec-
tors. [FPY116]

a vector ¢ € R™ to a lower dimensional representation ¢ € R? for d < m. Instead
of applying ¥ directly on the outer product of the two embeddings, [PP13] showed
that explicitly computing the outer product of the two vectors can be avoided since
the count sketch of the outer product can be expressed as a convolution of both count
sketches. Additionally, the convolution theorem states that a circular convolution of
two discrete signals can be performed with lower asymptotic complexity by performing
multiplication in the frequency domain (note that linear convolution in the time do-
main may be replaced with a circular convolution by applying a proper zero-padding
to the time-domain signals). Therefore, both vectors x and q are projected separately
to a lower dimensional representation using ¥, and then the element-wise products of
fast Fourier transforms (FFT) of the lower dimensional representations is calculated to

form the MCB output.

We note that MCB can easily be extended and remains effective for more than two
modalities as the fusion of the modalities is achieved by the element-wise product of
FFTs. Another advantage to using MCB for vector fusion is being able to choose the
desired size for the joint vector. In contrast, when feature vectors are fused by simple
concatenation, element-wise multiplication, or dot product, the joint representation is

given by the sizes of the feature vectors. In MCB, the size of the joint representation
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can be selected according to performance or computational requirements.

2.6 Guided super resolution of depth maps

A method for guided depth SR aims to find the nonlinear mapping between an LR
depth map and the corresponding HR depth map. An HR intensity image guides the
process of finding this nonlinear relation. For a given scaling factor s = 2™ we denote
the LR depth map as Dyg € R#/**W/s and the respective HR guidance intensity image
as Iyg € RE*W_ Then, the corresponding HR depth map Dyr € R¥*W can be found

from:

Dyr = F(Drr, Inr; 0) (2.9)

where F denotes the nonlinear mapping learned by a deep neural network, and 6 rep-

resents the learned network’s parameters.

2.7 Vision Transformers

In recent years, transformer-based architectures [VSPT17] achieved great success in
natural language processing tasks, enabling long-range dependencies in the data to be
learned via their sophisticated attention mechanism. Their tremendous success in the
language domain has led researchers to investigate their adaptation to computer vision,
where it has recently demonstrated promising results on certain tasks, specifically image

classification [DBK 20, WXL*21, LLC"21] and object detection [ZSL*20, CMS™20].

A vanilla transformer encoder, as proposed in [VSP*17], usually consists of alter-
nating layers of multiheaded self-attention (MSA) and MLP blocks, with Layer Nor-

malization (LN) before every block and residual connections after every block.

An MSA block takes as input a sequence of length N of d-dimensional embeddings
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Figure 2.4: A vanilla transformer encoder. [VSP117]

x € RV¥*4 and produces an output sequence y € RV*4 via:

Q == XWQ,K = XWK’V — XWV
A = Softmax(QKT /v/d) (2.10)

y = AV

where Wg , W, and Wy are D x D parameter matrices of 1 x 1 convolutions respon-
sible for projecting the entries of the sequence x into the three standard transformer

paradigms; keys, queries, and values, respectively. Each entry of the output sequence
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y is a linear combination of values in V weighted by the attention matrix A, which

itself is computed from similarities between all pairs of query and key vectors.

To allow transformers to handle 2D images, an input image I € RT*XWxC ig first di-
vided into non-overlapping patches of size (P, P). Each patch is flattened and projected
to a d-dimensional vector via a trainable linear projection, forming the patch embed-

dings x € RV*d

where H, W are the height and width of the image, respectively, C is
the number of channels, and N = H x W/P? is the total number of patches. Finally, N
is the effective input sequence length for the transformer encoder. Patch embeddings

are enhanced with position embeddings to retain 2D image positional information.

Transformers derive their modeling capabilities from computing self-attention A
and X. Since self-attention has a quadratic cost in time and space, it cannot be
applied directly to images as N quickly becomes unmanageable. As a result of this
inherent limitation, modality-aware sequence length restrictions have been applied to
preserve model performance while restricting sequence length. [DBK™*20] showed that
a transformer architecture could be directly applied to medium-sized image patches for
different vision tasks. The aforementioned memory constraints are mitigated by this

local self-attention.

Although the above self-attention module can effectively exploit intra-modality re-
lationships in the input image, in a multi-modality setting, the inter-modality relation-
ships, e,g., the relationships between different modalities, also need to be explored.
Thus, a cross-attention mechanism was introduced in which attention masks from
one modality highlight the extracted features in another. Contrary to self-similarity,
wherein query, key, and value are based on similarities within the same feature array,
in cross-attention, keys, and values are calculated from features extracted from one
modality, while queries are calculated from the other. Formally, an MSA block using

cross-attention is given by -

Q=3%Wq,K=xWg,V=xWy (2.11)

where x is the input sequence of one modality and X is the input sequence of the second

modality. The calculation of attention matrix A and output sequence y remains the
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1. Introduction

Voice activity detection is a segmentation problem of a given
speech signal into sections that contain speech and sections that
contain only noise and interferences. It constitutes an essential
part in many modern speech-based systems such as those for
speech and speaker recognition, speech enhancement, emotion
recognition and dominant speaker identification. We consider a
multimodal setting, in which speech is captured by a microphone,
and a video camera is pointed at the face of the desired speaker.
The multimodal setting is especially useful in difficult acoustic en-
vironments, where the audio signal is measured in the presence
of high levels of acoustic noise and transient interferences, such as
keyboard tapping and hammering [1,2]. The video signal is com-
pletely invariant to the acoustic environment, and nowadays, it
is widely available in devices such as smart-phones and laptops.
Therefore, proper incorporation of the video signal significantly im-
proves voice detection, as we show in this paper.

In silent acoustic environments, speech segments in a given sig-
nal are successfully distinguished from the silence segments using
methods based on simple acoustic features such as zero-crossing
rate and energy values in short time intervals [3-5]. However,
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the performances of these methods significantly deteriorate in the
presence of noise even with moderate levels of signal-to-noise ra-
tios (SNR). Another group of methods assumes statistical models
for the noisy signal, focusing on estimation of the model param-
eters. For example, the variances of speech and noise can be es-
timated by tracking the variations of the noisy signal over time
[6-9]. The main drawback of such methods is that they cannot
properly model highly non-stationary noise and transient interfer-
ences, which are in the main scope of this study. The spectrum of
transients often rapidly varies over time, as does the spectrum of
speech, and as a result, they are not properly distinguished [2].
More recent studies address the problem of voice activity de-
tection from a machine learning point of view, in which the goal
is to classify segments of the noisy signal into speech and non-
speech classes [10,11]. Learning-based methods learn implicit mod-
els from training data instead of assuming explicit distributions for
the noisy signal. A particular school of models, relevant to this
paper, is deep neural networks, which have gained popularity in
recent years in a variety of machine learning tasks. These mod-
els utilize multiple hidden layers for useful signal representations,
and their potential for voice activity detection has been partially
exploited in recent studies. Zhang and Wu [12] proposed using
a deep-belief network to learn an underlying representation of a
speech signal from predefined acoustic features. The new repre-
sentation is then fed into a linear classifier for speech detection.
Mendelev etal. [13] introduced a multi-layer perceptron network
for speech detection, and proposed to improve its robustness to
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noise using the “Dropout” technique [14]. Despite the improved
performance, the network in [13] classifies each time frame inde-
pendently, thus ignoring temporal relations between segments of
the signal. The studies presented in [15-18]| propose using a re-
current neural network (RNN) to naturally exploit temporal infor-
mation by incorporating previous inputs for voice detection. These
methods however still struggle in frames that contain both speech
and transients. Since transients are characterized by fast variations
in time and high energy values, they often appear more dominant
than speech. Therefore, frames containing only transients appear
similar to frames containing both transients and speech, so that
they are wrongly detected as speech frames.

A different school of studies suggests improving the robust-
ness of speech detection to noise and transients by incorporating a
video signal, which is invariant to the acoustic environment. Often,
the video captures the mouth region of the speakers, and it is rep-
resented by specifically designed features, which model the shape
and movement of the mouth in each frame. Examples of such fea-
tures are the height and the width of the mouth [19,20], key-points
and intensity levels extracted from the region of the mouth [21-
24], and motion vectors [25,26].

Two common approaches exist in the literature concerning the
fusion of audio and video signals, termed early and late fusion
[27,28]. In early fusion, video and audio features are concatenated
into a single feature vector and processed as single-modal data
[29]. In late fusion, measures of speech presence and absence are
constructed separately from each modality, and then combined us-
ing statistical models [30,31]. Dov etal. [32,33], for example, pro-
posed to obtain separate low dimensional representations of the
audio and video signals using diffusion maps. The two modali-
ties are then fused by a combination of speech presence measures,
which are based on spatial and temporal relations between sam-
ples of the signal in the low dimensional domain.

In this paper, we propose a deep neural network architec-
ture for audio-visual voice activity detection. The architecture is
based on specifically designed auto-encoders providing an underly-
ing representation of the signal, in which simultaneous data from
audio and video modalities are fused in order to reduce the effect
of transients. The new representation is incorporated into an RNN,
which, in turn, is trained for speech presence/absence classification
by incorporating temporal relations between samples of the sig-
nal in the new representation. The classification is performed in a
frame-by-frame manner without temporal delay, which makes the
proposed deep architecture suitable for online applications.

The proposed deep architecture is evaluated in the presence
of highly non-stationary noises and transient interferences. Exper-
imental results show improved performance of the proposed ar-
chitecture compared to single-modal approaches that exploit only
the audio or video signals, thus demonstrating the advantage of
audio-video data fusion. In addition, we show that the proposed
architecture outperforms competing multimodal detectors.

The remainder of the paper is organized as follows. In Section 2,
we formulate the problem. In Section 3, we introduce the proposed
architecture. In Section4, we demonstrate the performance of the
proposed deep architecture for voice activity detection. Finally, in
Section 5, we draw conclusions and offer some directions for future
research.

2. Problem formulation

We consider a speech signal simultaneously recorded via a
single microphone and a video camera pointed at a front-facing
speaker. The video signal comprises the mouth region of the
speaker. It is aligned to the audio signal by a proper selection of
the frame length and the overlap of the audio signal as described
in Section4. Let a, € R? and v, € RV be feature representations of

the nth frame of the clean audio and video signals, respectively,
where A and V are the number of features. Similarly to a,, let a,
RA be a feature representation of the audio signal contaminated by
background noises and transient interferences. The audio and the
video features are based on the Mel Frequency Cepstral Coefficients
(MFCC) and motion vectors, respectively, and their construction is
described in Section 4.

We consider a dataset of N consecutive triplets of frames
(ay,a1,vq), (22,32, V), ..., (ay, ay, vy) containing both speech and
non-speech time intervals. We use the clean signal {an}’l" to label
each time frame n according to the presence or absence of speech.
Let Ho and H; be two hypotheses denoting speech absence and
presence, respectively, and let I(n) be a speech indicator of frame
n, given by:

I(n) = {(1)

The goal in this study is to estimate I(n), i.e., to classify each frame
n as a speech or non-speech frame.

Voice activity detection is especially challenging in the pres-
ence of transients, which are typically more dominant than speech
due to their short duration, high amplitudes and fast variations
of the spectrum [2]. Specifically, frames that contain both speech
and transients, for which #; holds, are often similar in the feature
space to non-speech frames that contain only transients, so that
they are often wrongly classified as non-speech frames. To address
this challenge, we introduce a deep neural network architecture,
which is designed to reduce the effect of transients by exploiting
both the clean and the noisy audio signals, a; and a,, respectively,
and the video signal vy.

neH
neHo

(1)

3. Deep architecture for audio-visual voice activity detection
3.1. Review of autoencoders

The proposed deep architecture is based on obtaining a tran-
sient reducing representation of the signal via the use of auto-
encoders, which are shortly reviewed in this subsection for the
sake of completeness [34]. An auto-encoder is a feed-forward neu-
ral network with an input and output layers of the same size,
which we denote by x € R? and y € RP, respectively. They are con-
nected by one hidden layer h € RM, such that the input layer X is
mapped into the hidden layer h through an affine mapping:

h =0 (Wx+b), 2)

where W is a D x M weight matrix, b is a bias vector and o is
an element-wise activation function. Then, h is mapped into the
output layer y:

y=&(Wh+b), 3)

where W, b, 5 are defined similarly to W, b and o.

Optimal parameters (weights) W, W, b, b are those that allow
reconstructing the signal x at the output y of the auto-encoder, and
they are obtained via a training procedure, by optimizing a certain
loss function L(X, y), e.g., a square error, which we use here. It has
been shown [35,36] that minimization of the auto-encoder’s loss
function L(x, y) is equivalent to maximization of a lower bound
on the retained information between the input and output of the
auto-encoder. Thus, the hidden layer h, obtained by (2) with opti-
mized parameters W and b, has the maximal mutual information
with the input signal x. The activation functions o, & are usually
chosen to be non-linear functions; here, we use a sigmoid function
o0(z) = ﬁp_z, so that the hidden layer h incorporates non-linear
relations between different parts of the input signal [34,37]. In ad-
dition, the dimension M of h is typically set smaller than that of
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the input signal D. Therefore, the hidden layer h is often consid-
ered as a non-linear low dimensional representation of the input
signal.

A deep architecture of auto-encoders is constructed by stacking
L auto-encoders such that the Ith hidden layer, denoted by h!, is
used as an input for the (I + 1)th layer. The training is performed
one layer at a time in a bottom-up fashion. The first layer of the
deep architecture is trained with x as input, and once trained, h!
is calculated by (2) using the optimized parameters W! and b!,
where W' and b' denote the parameters of the Ith layer. Then, we
fix parameters W! and b! and use the obtained h' as input for the
training procedure of the second layer and similarly for all layers
up to L.

3.2. Transient-reducing audio-visual autoencoder

We adopt ideas from [38,39] of using autoencoders to fuse mul-
timodal signals. We propose a specifically designed deep architec-
ture, based on feeding the auto-encoder with an audio-visual sig-
nal contaminated by acoustic noises and transients, while recon-
structing the clean signal. Specifically, let z;, € RA*Y and Z, ¢ RATY
be feature vectors of frame n, obtained by concatenating the video
features v, along with the audio features a, and a,, respectively,
such that z, = [a], v]]T and Z, = [a], v]]". The auto-encoder is fed
by the noisy audio-visual feature vector Z,, and is trained to re-
construct the clean signal z,, i.e., to minimize L(Z,,z,) where
Zn € RV is the output of the auto-encoder.

This approach simultaneously serves two purposes; it both al-
lows fusing of the audio and the video modalities, and reduces the
effect of transients. According to (2), the hidden layer h is obtained
by a non-linear fusion between the entries of Z, and specifically,
by the fusion of the audio and the video modalities. In addition,
the effect of transients is reduced in the hidden layer h since the
training process is designed to reconstruct the clean signal at the
output. As a result, the hidden layer only captures factors that are
related to the clean signal, as we demonstrate in Section 4.

We stack L such auto-encoders to form a deep neural network
as described in Section3.1. For layers I>1 we can no longer use
the clean and the noisy speech signals; instead, we follow the
principle of a de-noising auto-encoder [35], i.e., corrupt each in-
put hl, with random noise, and train the auto-encoder to recon-
struct the uncorrupted input. Vincent etal. [35] have shown that
stacking several auto-encoders yields an improved representation
for the input data over an ordinary one layer auto-encoder, since
the added layers allow the auto-encoder to learn more complex
higher-order relations across the modalities. Assuming an architec-
ture of L such auto-encoder layers, we consider the last layer of
the network, denoted by p, £ hk, as the new underlying represen-
tation of the audio-visual signal.

It is worth noting that the proposed representation signifi-
cantly differs from the common early and late fusion approaches
[27,28] since it is obtained via the exploration of complex relations
between the audio and video signals.

3.3. Recurrent neural network for voice activity detection

Speech is an inherently dynamic process comprising rapidly al-
ternating speech and non-speech segments, i.e., a speech segment
followed by a non-speech segment (pause) and vice versa. Indeed,
temporal information is widely used for improving voice activity
detection by incorporating several consecutive frames in the deci-
sion process [8,9]. However, the number of previous frames that
should be considered and their weight on the decision process
is not straightforward, and can change over time. For example, a
common assumption is that speech is present with a higher prob-
ability if it was present in previous frames rather than after a non-
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speech (silent) frame. Thus, predetermining the amount of past in-
formation considered in the classification process for all frames can
result in suboptimal results. We address this issue by incorporating
an RNN for the classification of each frame Z,.

An RNN is a feed-forward multi-layered neural network in
which loop connections, which are added to the hidden layers, al-
low to incorporate temporal information in the decision process.

Given the auto-encoder’s output at time frame n, p,, an RNN
with one hidden layer h, computes the output layer ¥, using a
hidden layer at time frame n — 1, according to:

b, = a—(v‘vpn + Wh,_; +6n) 4)

yn = 5(Wﬁn + I_3n) (5)

where W, W and W are weight matrices, b and b are the bias pa-
rameters, and &, ¢ are the corresponding activation functions. The
case of an RNN with one hidden layer is extended to the case of an
RNN with L > 1 layers by iteratively calculating the hidden layers
for[=1toL:

B, = & (Whi -+ WH,_, + B} (6)

where hl, is the Ith hidden layer at time n, and W, W and b are
defined as in (4). The first layer is the input layer, i.e., 1_12 £ X,, and
the output layer y, is calculated from (5) using the last hidden
layer hL.

We incorporate the proposed transient-reducing representation
{pn}’]\’ into the deep RNN in order to exploit the temporal informa-
tion inherent in speech for voice activity detection. Specifically, for
each frame n, we feed the new representation p, to the RNN and
iteratively compute the hidden layers ﬁﬂl according to (6). Then, we
use the output layer y,, and apply a sigmoid function to constrain
its values to the range of 0 — 1. Thus, we consider the output as
a probability measure for the presence of speech in frame n, and
propose to estimate the speech indicator I(n) in (1) by comparing
the output to a threshold t:

I(n) = {(1) g’nZt}. )

Vn <t

The RNN has two beneficial properties for voice activity detec-
tion. First, the length of the temporal window used for speech de-
tection is implicitly incorporated in the weights {W! % and is au-
tomatically learned during the training process rather than being
arbitrarily predefined. Second, the speech indicator in (7) is ob-
tained via a supervised procedure, which exploits the true labels
of the presence of speech, and allows for an accurate detection of
speech as we show in Section4.

4. Experimental results
4.1. Experimental setting

4.1.1. Dataset

We evaluate the proposed deep architecture for voice activity
detection using the dataset presented in [32]. The dataset includes
audio-visual sequences of 11 speakers reading aloud an article cho-
sen from the web, while making natural pauses every few sen-
tences. Thus, the intervals of speech and non-speech range from
several hundred ms to several seconds in length. The video sig-
nal uses a bounding box around the mouth region of the speaker,
cropped from the original recording, and it is of 90 x 110 pixels.
The audio signal is recorded at 8 kHz with an estimated SNR of
~25 dB. It is processed using short time frames of length 634 sam-
ples with 50% overlap such that it is aligned to the video frames
which are processed at 25 frames/s. Each of the 11 sequences is



72 L. Ariav et al./Signal Processing 142 (2018) 69-74

120 s long, and it is divided into two parts such that the first 60
s are used to train the algorithm and the rest of the sequence is
used for evaluation.

The clean audio signal is contaminated with various background
noises such as white Gaussian noise, musical instruments noise
and babble noise, and with transients, such as a metronome, key-
board typing and hammering, taken from [40]|. The training data
extracted from each speaker contains all possible combinations of
background noises and transients.

4.1.2. Feature selection

For the representation of the audio signal, we use MFCC[41],
which represent the spectrum of speech in a compact form using
the perceptually meaningful Mel-frequency scale. The MFCCs were
found to perform well for voice activity detection under challeng-
ing conditions such as low SNR and non-stationary noise [32,42].
Each MFCC feature vector is composed of 12 cepstral coefficients,
and their first and second derivatives, A and A A, respectively. Ac-
cordingly, the dimensions of the clean and contaminated audio fea-
ture vectors, a, and a,, are A = 36. We note that by using A and
AA MFCCs, we incorporate temporal information into the process
of learning the transient reducing representation. This allows for
a better distinction between transients and speech, where the for-
mer typically vary faster over time. Even though the temporal in-
formation is also incorporated in the RNN, we found in our ex-
periments that the use of A and AA MFCCs further improves the
detection results.

For the representation of the video signal, we use motion vec-
tors, calculated using the Lucas-Kanade method [43,44]. Motion
vectors are suitable for speech-related tasks since they capture
both spatial and temporal information, i.e., the movement of the
mouth, and they were previously exploited for voice activity de-
tection in [25]. The feature representation, vy, is obtained by con-
catenating the absolute values of the velocities of each pixel from 3
consecutive frames n — 1,n,n + 1, so that its dimension is V = 297.
We refer the reader to [32] for more details on the construction of
the dataset and the audio-visual features.

4.1.3. Training process

The concatenated feature vector Z,, of size A+V =333, is fed
as input to the transient-reducing audio-visual auto-encoder. The
entries of Z, are normalized over the training set such that they
have zero mean and unit variance in order to prevent saturation
of the auto-encoder’s neurons. We use an auto-encoder architec-
ture with L =2 hidden layers containing 200 neurons each, and
with a logistic sigmoid activation function. During the training of
the second hidden layer, in which we can no longer use the clean
and contaminated signals for training, we contaminate the input
for that layer with Gaussian noise with zero mean and variance
0.05 as described in Section 3.2.

The input layer of the RNN has 200 neurons, matching the out-
put of the transient-reducing audio-visual auto-encoder, p,. The
RNN comprises L =3 hidden layers with 50,50, and 30 neurons,
activated with a logistic sigmoid function, so that the full sys-
tem architecture is of the form 333(2,)-200(h})-200(p,)-50(h})-
50(h2)-30(h3)-1(y»).We used a sigmoid activation function in order
to constrain the output of the entire network to be in the range [0,
1] so that it can be used as a probability measure for speech pres-
ence. For consistency, we also use the sigmoid for the activation of
the hidden layers, and note that we found in our experiments that
it performs similarly to the widely used ReLU [45]. We train the
RNN layers in a supervised end-to-end manner using back propa-
gation through time [36], and the whole system is optimized with
gradient descent with a learning rate of 10> and momentum 0.9.
All of the weights are initialized with values from a random nor-
mal distribution with zero mean and variance 0.01.
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Fig. 1. Example of voice activity detection. Acoustic environment: colored Gaussian
noise with 10 dB SNR and hammering transient interferences. (Top) Time domain,
input signal - black solid line, true speech- orange squares, true transients — purple
stars, competing method [32] with a threshold set for 90% correct detection rate
- green triangles, proposed deep architecture with a threshold set for 90% correct
detection rate - blue circles. (Bottom) Spectrogram of the input signal. (For inter-
pretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

To prevent over-fitting, we use the early stopping procedure
[46]; specifically, we use 30% of the training data as a valida-
tion set, on which we evaluate the network once every 5 epochs.
The training procedure is stopped when the loss function of the
network stops improving, and specifically, when 5 consecutive in-
creases in validation error are obtained. To further increase ro-
bustness against convergence into suboptimal local minima, we
train three realizations of the same network with different random
weight initializations and average the predictions of the network
over all realizations. The training time of all three realizations of
the network took about 8 hours on an ordinary desktop computer.

4.2. Evaluation

To evaluate the performance of the proposed deep architecture,
we compare it to the audio-visual voice activity detectors pre-
sented in [32] and [28], which are denoted in the plots by “Dov
AV” and “Tamura”, respectively. In Fig. 1 we present an example
of speech detection in the presence of hammering transient. The
performance of the proposed deep architecture is compared to the
algorithm presented in [32] by setting the threshold value t in
(7) to provide 90% correct detection rate, and comparing their false
alarm rates. Fig. 1 shows that the proposed architecture yields sig-
nificantly fewer false alarms compared to the competing detector,
where the latter wrongly detects transients as speech, e.g., in sec-
onds 33 — 36.

In Figs.2-4 we compare the different algorithms in the form of
receiver operating characteristic (ROC) curves, which present the
probability of detection versus the probability of false alarm. The
ROC curves are generated by spanning the threshold in (7) over all
values between zero and one. Moreover, the maximal performance
of each method for different acoustic environments is presented
in Table 1. They are obtained using a threshold value that provides
the best results in terms of true positive (TP) rate plus true nega-
tive (TN) rate.

In order to further demonstrate the benefit of the fusion of the
audio and video signals for voice activity detection, we evaluated
single modal versions of the proposed architecture based only on
the audio or video modalities. The single modal versions are de-
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Table 1

Comparison of different VADs in terms of TP + TN. The best result in each column is highlighted in bold fonts.

Babble 10 dB Musical 10 dB SNR Colored 5 dB SNR Musical 0 dB Babble 15 dB
SNR Keyboard Hammering Hammering SNR Keyboard SNR Scissors
Tamura 73.6 83.8 83.9 73.8 812
Dov - Audio 87.7 89.9 87.8 86.5 90.2
Dov - Video 89.6 89.6 89.6 89.6 89.6
Dov - AV 92.9 94.5 92.8 92.9 94.6
Proposed - AV 95.8 95.4 95.9 95.1 97.2

ir ymm—e—ronmoe== o
— - =
0.9 =
. -
-
0.8
0.7
5
2 0.6 F1
|
205
a
2 o4 }
03F
Tamura
0.2 —Dov AV
== Proposed Audio
01 Proposed Video
=== Proposed AV
0 L L ) 1 )
0 0.2 0.4 0.6 0.8 1

Prob. False Alarm

Fig. 2. Probability of detection versus probability of false alarm. Acoustic environ-
ment: Musical noise with 10dB SNR and hammering transient interferences (best
viewed in color).

1r e m e

- T
—-— - - = -
— - - ’
- /3
206k
)
2
)
a 05
a
204
o
03F
Tamura
02§ —Dov AV
== Proposed Audio
0.1 Proposed Video
=== Proposed AV
0¢ L L ) 1 )
0 0.2 0.4 0.6 0.8 1

Prob. False Alarm

Fig. 3. Probability of detection versus probability of false alarm. Acoustic environ-
ment: Babble noise with 10 dB SNR and keyboard transient interferences (best
viewed in color).

noted in the plots by “Proposed Audio” and “Proposed Video”, re-
spectively. When tested in a single modal version, the proposed
deep architecture is fed only with features from one modality, af-
ter making proper changes to the input layer size. Then, the entire
network is trained as described in Section 3. The benefit of fusing
the audio and the video modalities is clearly shown in Figs.2-4,
where the proposed audio-visual architecture significantly outper-
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Fig. 4. Probability of detection versus probability of false alarm. Acoustic environ-
ment: Colored noise with 5 dB SNR and hammering transient interferences (best
viewed in color).

forms the single modal versions. Also, the proposed deep architec-
ture outperforms the audio-visual methods presented in [28] and
[32].

In contrast to [32], where the modalities are merged only at
the decision level, the proposed architecture exploits complex re-
lations between the modalities learned by the transient-reducing
auto-encoder. Moreover, in [32] the temporal context is only con-
sidered by concatenating features from a predefined number of
consecutive frames, while in the proposed architecture the weights
associated with previous frames are automatically learned by the
supervised training process of the RNN, allowing for varying dura-
tions of temporal context to be exploited for voice activity detec-
tion.

5. Conclusions and future work

We have proposed a deep architecture for speech detection,
based on specifically designed auto-encoders providing a new rep-
resentation of the audio-visual signal, in which the effect of tran-
sients is reduced. The new representation is fed into a deep RNN,
trained in a supervised manner to generate voice activity detection
while exploiting the differences in the dynamics between speech
and the transients. Experimental results have demonstrated that
the proposed architecture outperforms competing state-of-the-art
detectors providing accurate detections even under low SNR con-
ditions and in the presence of challenging types of transients.

Future research directions include considering more complex
variations of recurrent neural networks for the classification pro-
cess. For example, bidirectional RNNs may be used to exploit the
temporal context from future frames, and long short-term mem-
ory (LSTM) networks may facilitate learning even longer-term de-
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pendencies between the inputs. Another next step is to perform a
fine-tuning of the entire network from end to end in a supervised
manner, while simultaneously updating the weights of the auto-
encoder and the RNN via back propagation.
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An End-to-End Multimodal Voice Activity Detection
Using WaveNet Encoder and Residual Networks

Ido Ariav

Abstract—Recently, there has been growing use of deep neural
networks in many modern speech-based systems such as speaker
recognition, speech enhancement, and emotion recognition. In-
spired by this success, we propose to address the task of voice activ-
ity detection (VAD) by incorporating auditory and visual modalities
into an end-to-end deep neural network. We evaluate our proposed
system in challenging acoustic environments including high levels
of noise and transients, which are common in real-life scenarios.
Our multimodal setting includes a speech signal captured by a mi-
crophone and a corresponding video signal capturing the speaker’s
mouth region. Under such difficult conditions, robust features need
to be extracted from both modalities in order for the system to ac-
curately distinguish between speech and noise. For this purpose,
we utilize a deep residual network, to extract features from the
video signal, while for the audio modality, we employ a variant of
WaveNet encoder for feature extraction. The features from both
modalities are fused using multimodal compact bilinear pooling
to form a joint representation of the speech signal. To further en-
code the temporal information, we feed the fused signal to a long
short-term memory network and the system is then trained in an
end-to-end supervised fashion. Experimental results demonstrate
the improved performance of the proposed end-to-end multimodal
architecture compared to unimodal variants for VAD. Upon the
publication of this paper, we will make the implementation of our
proposed models publicly available at https://github.com/iariav/
End-to-End-VAD and https://israelcohen.com.

Index Terms—Audio-visual speech processing, voice activity
detection, deep neural networks, WaveNet.

1. INTRODUCTION

OICE activity detection constitutes an essential part of

many modern speech-based systems, and its applications
can be found in various domains. A partial list of such domains
includes speech and speaker recognition, speech enhancement,
dominant speaker identification, and hearing-improvement de-
vices. In many cases, voice activity detection is used as a prelim-
inary block to separate the segments of the signal that contain
speech from those that contain only noise and interferences, thus
enabling the overall system to, e.g., perform speech recognition
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only on speech segments, or change the noise reduction method
between speech/noise segments.

Traditional methods of voice activity detection mostly rely on
the assumption of quasi-stationary noise, i.e., the noise spectrum
changes at a much lower rate than the speech signal. One group
of such methods are those based on simple acoustic features
such as zero-crossing rate and energy values in short time inter-
vals [1]-[3]. More advanced methods are model-based methods
that focus on estimating a statistical model for the noisy signal
[4]-[7]. The performance of such methods usually significantly
deteriorates in the presence of even moderate levels of noise.
Moreover, they cannot correctly model highly non-stationary
noise and transient interferences, which are common in real life
scenarios and are within the main scope of this study, since
the spectrum of transients, similarly to the spectrum of speech,
often rapidly varies over time [8].

Apart from the statistical approaches noted above, more re-
cent methods have been developed using machine learning
techniques [9], [10], and more specifically, using deep neural
networks. In recent years, deep neural networks achieved
groundbreaking improvements on several pattern recognition
benchmarks in areas such as image classification [11], speech
and speaker recognition [12] and even multimodal tasks such
as visual question answering [13]. Deep networks were suc-
cessfully used to extract useful signal representations from raw
data, and more specifically, several studies have also shown
the favorable property of deep networks to model the inher-
ent structure contained in the speech signal [14]. Deep neural
networks were recently utilized in several modern voice activ-
ity detectors; Zhang and Wu [15] proposed to extract a set of
predefined acoustic features, e.g., Mel Frequency Cepstral Co-
efficients (MFCC), from a speech signal and then feed these
features to a deep-belief network (DBN) in order to obtain a
more meaningful representation of the signal. They then used a
linear classifier to perform speech detection. Thomas et al. [16]
fed a convolutional neural network (CNN) with the log-Mel
spectrogram together with its delta and delta-delta coefficients
and trained the CNN to perform voice activity detection.

Despite showing improved performance compared to tradi-
tional methods, these networks classify each time frame inde-
pendently, thus ignoring existing temporal relations between
consecutive time frames. To alleviate this issue, several stud-
ies have suggested methods for modeling temporal relations
between consecutive time frames [17]. More modern methods
rely on recurrent neural networks (RNN) to incorporate pre-
vious inputs into the classification process, thus utilizing the
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signal’s temporal information [18]-[20]. Hughes and Mierle
[21] extracted Perceptual Linear Prediction (PLP) features from
a speech signal and fed them to a multi-layered RNN with
quadratic polynomial nodes to perform speech detection. Lim
et al. [22] proposed to transform the speech signal using a short-
time Fourier transform and use a CNN to extract high-level rep-
resentation for the signal. This new representation was then fed
to an LSTM to exploit the temporal structure of the data. These
methods however still mostly rely on hand-crafted audio fea-
tures, and often misclassify frames that contain both speech
and transients as non-speech frames, since transients often
appear more dominant than speech.

Although most of the current work on voice activity detection
concentrates around the subject’s audio signal, recent methods
proposed to make use of other modalities, such as visual infor-
mation, to improve the voice detection [23]-[31]. The advan-
tages of using a multimodal setting are most prominent when
dealing with demanding acoustic environments, where high lev-
els of acoustic noise and transient interferences are present since
the video signal is entirely invariant to the acoustic environment.
Therefore, proper incorporation of the video signal can signifi-
cantly improve voice detection, as we show in this paper. Ngiam
et al. [32] proposed a Multimodal Deep Autoencoder for feature
extraction from audio and video modalities. A bimodal DBN
was used for the initialization of the deep autoencoder, and then
the autoencoder was fine-tuned to minimize the reconstruction
error of the two modalities. Zhang et al. [33] used a CNN for
classifying emotions in a multimodal setting. They applied two
separate CNNS, the first operating on the mel-spectrogram of
an audio signal and the second on a video recording of a sub-
ject’s face. The features extracted using the two CNNs were
concatenated and fed to a deep fully connected neural network
to perform the classification. Dov et al. [34] proposed to obtain
separate low dimensional representations of the audio and video
signals using diffusion maps [35]. The two modalities were then
fused by a combination of speech presence measures, which are
based on spatial and temporal relations between samples of the
signal in the low dimensional domain. In our previous work
[36], we proposed a deep architecture comprised of a transient
reducing autoencoder and an RNN for voice activity detection.
Features were extracted from both modalities and fed to the tran-
sient reducing autoencoder which was trained to both reduce the
effect of transients and merge the modalities. The output of the
autoencoder was fed to an RNN that incorporated temporal data
to the speech presence/absence classification.

The great majority of works described above still make use
of commonly hand-crafted features in audio or visual modality.
To alleviate the need for hand-crafted features, a few studies
proposed to adopt an end-to-end approach and use the raw, un-
processed data as input while utilizing as little human apriori
knowledge as possible [37]. The motivation behind this being
that a deep network can ultimately automatically learn an inter-
mediate representation of the raw input signal that better suits
the task at hand which in turn leads to improved overall perfor-
mance. Trigeorgis et al. [38] proposed an end-to-end model for
emotion recognition from raw audio signal. A CNN was used

to extract features from the raw signal which were then fed to
an LSTM network in order to capture the temporal informa-
tion in the data. Tzirakis et al. [39] recently proposed another
multimodal end-to-end method for emotion recognition. Fea-
tures were extracted separately from audio and video signals
using two CNNs and then concatenated to form a joint repre-
sentation, which in turn was fed to a multi-layered LSTM for
classification. Hou et al. [40] proposed a multimodal end-to-
end setting for speech enhancement. They used two CNNs to
extract features from audio spectrograms and raw video, and
these features were then concatenated and fed into several fully
connected layers to produce an enhanced speech signal. This
work, however, uses only simple concatenation to fuse the two
modalities and does not utilize temporal information which we
solve by incorporating LSTM. Petridis et al. [41] proposed an
end-to-end approach for audio-visual speech recognition. They
extracted features from each modality using a CNN and then fed
these features to modality-specific RNN layers. The modalities
were then fused by feeding the outputs of those RNNs to another
RNN layer.

In this paper, we propose a deep end-to-end neural network
architecture for audio-visual voice activity detection. First, we
extract meaningful features from the raw audio and video sig-
nals; for the video signal we employ a ResNet-18 network
[42] as a feature extractor, and for the audio signal we em-
ploy a variant of a WaveNet [43] encoder. Then, instead of
merely concatenating the feature vectors extracted from the two
modalities, as is common in most multimodal networks, we
propose to fuse the two vectors into a new joint representation
via a Multimodal Compact Bilinear (MCB) pooling [44] mod-
ule, which was shown to efficiently and expressively combine
multimodal features. The output of the MCB module is fed to
several stacked LSTM layers in order to explore even further
the temporal relations between samples of the speech signal in
the new representation. Finally, a fully connected layer is used
to perform the classification of each time-frame to speech/non-
speech, and the entire network is trained in a supervised end-to-
end manner. To the best of our knowledge, this is the first time
that such an end-to-end approach is applied for voice activity
detection.

The proposed deep end-to-end architecture is evaluated in
the presence of highly non-stationary noises and transient
interferences. Experimental results show the benefits of our
multimodal end-to-end architecture compared to unimodal ap-
proaches, and the advantage of audio-video data fusion is thus
demonstrated. Also, we demonstrate the effectiveness of the
MCB module for modality fusion compared to a simple con-
catenation/multiplication of feature vectors.

The remainder of the paper is organized as follows. In
Section II, we formulate the problem of voice activity detec-
tion and present our dataset. In Section III, we introduce the
proposed multimodal end-to-end architecture. In Section 1V,
we demonstrate the performance of the proposed deep end-
to-end architecture for voice activity detection. Finally, in
Section V, we conclude and offer some directions for future
research.
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II. DATASET AND PROBLEM FORMULATION
A. Problem Formulation

Voice activity detection is a segmentation problem in which
segments of a given speech signal are classified as sections
that contain speech and sections that contain only noise and
interferences. We consider a speech signal recorded via a single
microphone and a video camera simultaneously, pointed at a
front-facing speaker reading an article aloud.

Leta € R and v € R *W >3 be the audio and video signals,
respectively, where I and W are the height and width of each
video frame in pixels, respectively. For alignment of the two
signals, we artificially divide a into frames of length M and
denote each video/audio frame with subscript n.

We use the clean audio signal a to label each time frame
n according to the presence or absence of speech, and then
assign each frame in a and v, with the appropriate label. Our
proposed architecture performs a frame-by-frame classification
for voice activity detection, however, as part of the classification
process of each frame, we also take into account 7" past frames.
For this reason, we construct from a and v a dataset of NV
overlapping sequences of audio and video by concatenating
consecutive frames into sequences of length 7. We denote by
S’ and S!, respectively, the i'" audio and video sequences.
Since we only use past frames in the classification process, each
sequence is labeled according to the label of the last frame in the
sequence. That is, the sequence S! containing the video frames
{Vi_14,Vi-13,Vi_12,...,V; } is assigned the label given to a;,
the i*" frame of the audio signal a. Each S!, is then contaminated
with background noises and transient interferences, as described
in Section II-B.

The goal in this study is to classify each frame n as a speech
or non-speech frame.

B. Dataset

We evaluate the proposed deep end-to-end architecture for
voice activity detection using the dataset presented in [34], [36].
The dataset includes audio and video recordings of 11 speak-
ers reading aloud an article. The speakers are instructed to make
natural pauses every few sentences so that the intervals of speech
and non-speech range from several hundred ms to several sec-
onds in length. The video signal v comprises the mouth region
of the speaker, cropped from the original recording. It is pro-
cessed at 25 frames/s and each frame is 90 x 110 pixels in size.
The audio signal is recorded at 8 kHz with an estimated SNR of
~ 25 dB, and we artificially divide the signal to frames, where
each frame contains M = 320 audio samples without overlap.
Each of the 11 recordings is 120 seconds long. Each clean audio
recording a is normalized to the range [—1, 1] and each video
recording v is normalized to have zero mean and standard de-
viation 1 in each of the three R, G, and B channels. We refer the
reader to [34] for more details on the creation of the dataset.

We divide the audio and video recordings, a and v, to over-
lapping sequences, S, S’ of length 7" frames. This procedure
produces an overall of ~ 33, 000 such sequences. Out of the 11
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Algorithm 1: Inject Random Background Noise and Tran-
sient Interference.
1: > Init noises and transients lists:
2: Noises : {white Gaussian noise, musical instruments
noise, babble noise, none}
3: Trans : {door-knocks, hammering, keyboard typing,
metronome, scissors, none }

4
5: > For each sequence S, in the dataset:
6: fori = 1 — #sequences in dataset do
7 L « Length of sequence S! in frames
8 > randomly choose noises to inject:

9: noise < uniformly random noise from “Noises”
10: trans < uniformly random transient from “Trans”
11: SN R « uniformly random value from [0,20]
12: if noise is not “none” then
13: R, 0ise < random sequence of length L from
notse

14: Rnoise — Rnoise/Std(Rnoise> > update
Rnoise ’s SNR

15: Ruoise < Rugise X (std(S%) /(105N E/20))

16: Si «— S + Roise

17: if trans is not “none” then

18: Ry qns < random sequence of length L from
trans

19: St HNSfI + 2 X Rirans

20: return S as S’

speakers, we randomly select 8 speakers for the training set, and
the other 3 speakers were used as an evaluation set. Finally, our
training set contains ~ 24, 000 audio/video sequences and the
evaluation set contains ~ 9, 000 sequences.

During the construction of the dataset, we randomly add back-
ground noise and transient interferences to each clean audio
sequence S! in the evaluation set according to the following
procedure outlined in Algorithm 1. First, background noise is
randomly selected from one of {white Gaussian noise, musical
instruments noise, babble noise, none} and a transient inter-
ference is randomly selected from one of {door-knocks, ham-
mering, keyboard typing, metronome, scissors, none}, all taken
from [45]. Once a background noise and transient were selected
randomly, we randomly choose an SNR in the range [0, 20] and
then S’ is contaminated with the selected noise and transient at
the selected SNR. We denote the contaminated sequence as Sﬁ,
This way, our evaluation set contains all possible combinations
of background noises and transients at different SNR levels. For
the training set we use a similar procedure for injecting noise
and transients. However, instead of adding the noise only once
during the construction of the dataset, we inject the noise in
each iteration of the training process. This way, during the en-
tire training process, a specific sequence S’ can be injected with
different combinations of background noise, transient, and SNR
level. Note that in addition to noise injection, augmenting the
video signal or altering the speakers’ voice signals according to
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the injected noise levels (Lombard effect), can be applied to the
same dataset, but this will be explored in future work.

It is worth noting that even though we use the same speech
recordings as in [34], [36], the dataset we construct from them
is somewhat different and significantly more challenging. In
our experiments, each sample of the evaluation set contains a
different mixture of background noise, transient, and SNR. In
contrast, [34], [36] contaminated their evaluation set with only
one background noise and one transient at a predefined SNR in
each experiment.

III. DEEP MULTIMODAL END-TO-END ARCHITECTURE FOR
VOICE ACTIVITY DETECTION

Voice activity detection becomes even more challenging in
the presence of transients, which are typically more dominant
than speech due to their short duration, high amplitudes and
fast variations of the spectrum [8]. Specifically, audio features
extracted from frames that contain both speech and transients
are often similar to features extracted from frames that contain
only transients, so that they are often wrongly classified as non-
speech frames. To address this challenge, we introduce a deep
end-to-end neural network architecture, in which meaningful
features are learned from raw audio and video data. The overall
system is trained in an end-to-end manner to predict speech
presence/absence, and hence the learned features are those that
maximize the classification accuracy. We propose to extract such
features from both video and audio using two variants of known
neural networks, ResNet and WaveNet, respectively, which we
will now review. An overview of our deep multimodal end-
to-end architecture for voice activity detection can be seen in
Fig. 1.

A. Visual Network

In order to extract features from the raw video signal we use
a deep residual network of 18 layers [42] denoted ResNet-18.
Deep ResNets are formed by stacking several residual blocks of
the form:

i = F(xp, Wy) + h(x), )]

where x and y are the input and output of residual block £,
F is the residual block’s function to be learned, and h(xy) is
either an identity mapping or a linear projection so that the
dimensions of function F' and the input x will match. The first
layer of a ResNet-18 model is a 7 x 7 convolutional layer with
64 feature maps, and it is followed by a 3 x 3 max pooling layer.
These two layers are followed by four residual blocks, where
after each residual block a shortcut connection is added. Each
residual block contains two convolutional layers of sizes 3 X 3,
and the outputs of these residual blocks contain 64, 128, 256 and
512 feature maps respectively. After the last residual block, an
average pooling layer is inserted followed by a fully connected
layer performing the classification.

In order to use the ResNet-18 model to generate an embedding
for the video sequence S, we drop the last fully connected
layer of the model and use the output of the average pooling
layer as the video embedding which we denote Z,,. The average
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Fig. 1.  Our proposed deep multimodal end-to-end architecture for voice ac-

tivity detection.

pooling layer has 512 neurons, and thus the size of the produced
embedding Z, in feature space is 512 in length, for each frame
of Si. Z, has a temporal size of T, to match the temporal
length of S!, so that the overall size of Z, is 7' x 512. In order
to avoid feeding each image in the sequence S! to the network
separately in a serial fashion, we concatenate all images into one
batch, with T images, and feed this batch of images to the video
network. The network then operates on all images in a parallel
fashion, which provides substantial reduction of computation
time.

It is worth noting that we also experimented with deeper resid-
ual models such as ResNet-50 and ResNet-101. However, they
showed no improvement regarding the task of voice activity de-
tection and some even experienced degradation in performance.
This degradation can perhaps be explained by over-fitting of the
model since these very deep models are usually used for tasks
with hundreds or even thousands of classes whereas voice activ-
ity detection is a binary classification problem. These networks
also produce longer embeddings, i.e., 2048 in size. We thus
opted to use a shallower model with 18 layers, which also sig-
nificantly reduces the memory consumption and computational
load of the overall network.

B. Audio Network

In contrast to most previous machine learning works in audio
processing, in which the first step is to extract hand-crafted
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features from the data, we propose to learn the feature extraction
and classification steps in one jointly trained model for voice
activity detection. The input to our audio network is the sequence
of noisy raw audio signal frames S’. The feature extraction
from the raw audio signal is performed by a WaveNet encoder,
comprised of stacked residual blocks of dilated convolutions,
which exhibit very large receptive fields, and which we will now
review. The WaveNet encoder is designed in such a manner that
enables it to better deal with long-range temporal dependencies
that exist in the audio signal, than ordinary CNN or feed-forward
networks.

1) Dilated Convolution: Convolutions are one of the main
building blocks of modern neural networks. A convolution
layer’s parameters consist of a set of learnable filters {K,},
that have the same number of dimensions as the input they are
convolved with. During the forward pass, these filters are con-
volved with the input, computing the dot product between the
entries of the filter and the input to produce a new feature map.
In most modern networks, relatively small filters are often used,
thus each entry of the feature map has only a small receptive
field of the input. In order to increase this receptive field, larger
filters can be used, or many layers of small filters can be stacked,
both at the expense of more burdensome computations. Here,
we opted to use dilated convolutions to increase the receptive
field of each feature map entry, without substantially increasing
the computational cost.

In a dilated convolution, the filter K, is applied over an
area that is larger than its size by skipping input values with a
predetermined dilation factor. E.g, in the 2-D case, a convolution
operation between a 3 x 3 filter K, with dilation factor of 2 and
a 2-D input volume I at location (p, o) is given by:

1

(I+xK,)(p,o) = Z Z I(p—2lL,0—2m)
1I=—1 1

—1lm=-

K,(I+1,m+1) )

where * denotes the convolution operator. By skipping input
values, a dilated convolution effectively operates on a larger
receptive field than a standard convolution.

In order to increase the receptive field of all feature maps’
entries even further, without increasing the computational load,
several dilated convolutions can be stacked [46]. Notably, a
block constructed of 10 dilated convolutions with exponentially
increasing dilation factors of 1, 2, 4,..., 512, has a receptive
field of size 1024 and can be considered a more efficient and
discriminative non-linear counterpart ofa 1 x 1024 regular con-
volution layer. We utilize this property in our implementation
as described in Section III-B2.

2) WaveNet Encoder: WaveNet [43] is a powerful genera-
tive approach to probabilistic modeling of raw audio. Recalling
the original WaveNet architecture described in [43], a WaveNet
network is a fully convolutional neural network constructed by
stacked blocks of dilated convolutions, where the convolutional
layers in each block have exponentially growing dilation factors
that allow the receptive field to also grow exponentially with
depth and cover thousands of time-steps. A WaveNet model

44

512 Feature Vector

i | Batch Normalization

Dynamic Avg. Pool

1X1 Convolution

Repeated for X10 times for
i=1,2,4,8,...,512

1X1 Convolution

Dilated Residual
Blocks x 4

WaveNet Encoder
Dilated Residual Block

Dilated Convolution

with Dilation Factor i

i | Casual Convolution

o]

Fig. 2. Left - our WaveNet encoder architecture. Right - the structure of a
dilated residual block.

makes use of both residual [42] and parameterized skip con-
nections throughout the network, which facilitates faster con-
vergence of the model and enables the training of much deeper
models. For more details on the original WaveNet architecture,
we refer the readers to [43].

A WaveNet network is trained to predict the next sample
of audio from a fixed-size input of prior sample values. In this
paper, we use similar building blocks as in WaveNet to construct
a WaveNet encoder that operates on a raw audio signal and,
instead of predicting the next sample, it produces an embedding
Z, for each Sﬁl This embedding Z, is then used as the feature
vector for the given audio sequence.

Our implementation of a WaveNet encoder consists of a
causal convolution layer followed by four stacked residual
blocks, where each block is constructed by stacking 10 lay-
ers of dilated convolutions with exponentially growing dilation
factors, ranging from 1 to 512 in each block. We found in our
experiments that setting a fixed size of 32 channels for all con-
volution layers allows the model to be expressive enough while
not making the network unnecessarily large. The output of all
residual blocks is then aggregated and fed into a 1-D regular
convolution with a kernel size of 1 and 512 channels so that the
final dimension of Z, in feature space is 512. We then finally
apply an adaptive 1-D average pooling which operates on the
temporal dimension, in order to further aggregate the activations
of all residual blocks, and so that the temporal length of the em-
bedding Z, will be T, to match that of the video signal. Thus,
the final size of Z,, is 1" x 512. Throughout the network, we use
1-D filters of length 2 for all regular and dilated convolutions,
and each convolution layer precedes a ReLU nonlinearity [47].
In Fig. 2 we show our WaveNet encoder overall architecture and
the dilated residual block, which is stacked several times in the
network.

Note that in contrary to the original WaveNet, we do not
use p-law compounding transformation to quantize the input,
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and instead, we operate on the raw 1-D signal. Moreover, early
experiments did not show any noticeable advantage to the non-
linearity used in [43], comprised of the element-wise multipli-
cation of a tanh and sigmoid functions, over ReLU, so we opted
to use the latter.

C. Multimodal Compact Bilinear Pooling

Once the embeddings for the audio and video signals, Z, and
Z,,, are obtained, via the audio and video networks respectively,
both embeddings are fused to form a joint representation that
is then fed to the classification layers. Here, we propose to rely
on multimodal compact bilinear pooling (MCB) to obtain this
joint representation, rather than on simple concatenation of the
embeddings.

Bilinear pooling is a fusion method for two vectors, f € R%
and g € RP2, in which the joint representation is simply the
outer product between the two vectors. This allows, in contrast to
an element-wise product or simple concatenation, a multiplica-
tive interaction between all elements of both vectors. Bilinear
pooling models [48] have recently been used for fine-grained
classification tasks [49]. However, their main drawback is their
high dimensionality of B; x By, which can be very large in
most real-life cases and leads to an infeasible number of learn-
able parameters. For example, in our paper B; and Bj are the
lengths of the embeddings Z, and Z, in feature space, namely
B; = By = 512, whichresults in a joint representation of length
5122. This inevitably leads to very high memory consumption
and high computation times and can also result in over-fitting.

Here, we adopt ideas from [50] to the multimodal case for au-
dio and visual modalities, and use MCB to fuse the two embed-
dings Z, and Z,. As discussed in detail in [50], the multimodal
compact bilinear pooling is approximated by projecting the joint
outer product to a lower dimensional space, while also avoiding
computing the outer product directly. This is accomplished via
the count sketch projection function suggested in [51], denoted
as W, which is a method of projecting a vector ¢ € R™ to a
lower dimensional representation ¢ € R? for d < m. Instead
of applying W directly on the outer product of the two embed-
dings, we follow [52] which showed that explicitly computing
the outer product of the two vectors can be avoided since the
count sketch of the outer product can be expressed as a con-
volution of both count sketches. Additionally, the convolution
theorem states that a circular convolution of two discrete sig-
nals can be performed with lower asymptotic complexity by
performing multiplication in the frequency domain (note that
linear convolution in the time-domain may be replaced with a
circular convolution by applying a proper zero-padding to the
time-domain signals). Therefore, we project both embeddings
Z, and Z, separately to a lower dimensional representation us-
ing ¥ and then calculate element-wise products of fast Fourier
transforms (FFT) of the lower dimensional representations.

We apply MCB to Z, and Z, to form a joint representation
of the two modalities, denoted Z,,. We choose the MCB output
size to be 1024 in feature space, and its temporal size is T so
that the final size of Z,, is 7" x 1024. We then apply batch

TABLE I
TENSOR NOTATIONS AND SIZES OF OUR FINAL MULTIMODAL NETWORK
Notation Dimensions Description
St R(Tx320)x1 noisy sequence of 7" audio frames
SE RT>90x110X3 | sequence of T video frames
Z, RT %512 embedding of audio sequence
Z, RT %512 embedding of video sequence
Zay RT <1024 joint embedding produced by MCB
Yo R1x1024 the last temporal output of the last
LSTM layer
Outgy RIx1 the final network’s output repre-
senting speech presence/absence

The first dimension is always the temporal dimension, and the rest are dimensions in
data/feature space.

normalization before feeding Z,, as input to the classification
layers detailed in Section III-D. We note that MCB can easily
be extended and remains effective for more than two modalities
as the fusion of the modalities is achieved by element-wise
product of FFTs. Another advantage to using MCB for vector
fusion is being able to choose the desired size for the joint
vector. In contrast, when feature vectors are fused by simple
concatenation, element-wise multiplication or dot product, the
joint representation is given by the sizes of the feature vectors.
In MCB, the size of the joint representation can be selected
according to performance or computational requirements.

In Section IV we demonstrate the effectiveness of fusing the
two modalities with MCB compared to a simple concatenation
of the embeddings.

D. Classification Layers

The joint embedding Z,, produced from the MCB module is
fed to an LSTM block with two layers, each with 1024 cells, to
explore even more temporal information embedded in the speech
signal. We follow a “many-to-one” approach and feed only the
last temporal response of the last LSTM layer, denoted Y ,,,, to
a fully connected layer with 1024 neurons, to match the size of
the last LSTM layer. This fully conected layer is followed by
another fully connected layer with just one neuron representing
the output of the whole network. We apply a sigmoid activation
function, so that the output of that final layer, denoted Out,,,
is constrained to the range of 0—1 and can be considered as the
probability for speech absence/presence.

For regularization purposes, and to avoide over-fitting, due
to the large number of parameters in the network compared to
the number of training examples, we use dropout [53] at several
points in our network. We use a dropout with probability p = 0.5
at the last fully connected layer and dropout with probability
p = 0.2 before and after the MCB module. We also use batch
normalization on the outputs of the audio and video networks
and the MCB module’s output.

We summarize all the tensors in the final implementation of
our multimodal end-to-end network and their sizes in Table I.
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IV. EXPERIMENTAL RESULTS
A. Training Process

1) Unimodal Training: Prior to training our deep multi-
modal end-to-end architecture, we train two unimodal variants
of our architecture, for audio and video. This allows us to ini-
tialize our multimodal network with weights from the learned
unimodal networks, which enables the network to converge to a
better minima while also improving convergence speed. To con-
struct the audio unimodal network, we remove the MCB module
from our multimodal architecture and merely feed the audio em-
bedding Z, directly to the classification block as described in
Section III-D. Similarly, we construct the video network by re-
moving the MCB and feeding the video embedding Z, directly
to the classification block.

For the training of the visual network, we initialize all the
weights with values from a random normal distribution with zero
mean and variance 0.01, including the weights of the ResNet-
18 model. In our experiments, we found this leads to better
results than initializing the ResNet-18 from a model that was
pre-trained on, e.g., ImageNet [11]. We feed the network with
sequences of 7' = 15 video frames, and they are all processed in
parallel as discussed in Section III-A. The produced embedding,
Z, € R1*%12 'is fed directly to the classification layers.

Similarly to the visual network, we initialize all the weights
of the audio network with values from a random normal distri-
bution with zero mean and variance 0.01. We feed the WaveNet
encoder with sequences Sjl of T' = 15 raw audio frames, which
corresponds to 4800 audio samples or 0.6 seconds of audio. The
WaveNet encoder produces the embedding Z, € R'>*512, As
in the visual network, we feed Z, directly to the classification
layers.

We train each network separately for 150 epochs using
stochastic gradient descent (SGD) with weight decay of 10~*
and momentum 0.9. We use an initial learning rate of 0.01 and
divide this learning rate by a factor of 10 every 30 epochs. For
the audio network we use a mini-batch of 96 samples and for
the visual network a mini-batch of size 16. As described in
Section III-D, we use dropout on the outputs of the WaveNet
encoder and the ResNet-18 model and also on the last fully
connected layer for regularization of the network.

2) Multimodal Training: Once both unimodal networks are
trained, the classification block of each unimodal network is dis-
carded, and we use the learned weights of the WaveNet encoder
and ResNet-18 modules to initialize the corresponding parts of
the multimodal network. We use MCB with an output size of
1024 to fuse the feature vectors extracted from both modalities.
This joint representation is fed to a similar classification block
used in the unimodal variants. The LSTM and fully connected
layers in the classification block are initialized with random
weights from a random normal distribution with zero mean and
variance 0.01. The entire network is trained in an end-to-end
manner, and the visual and speech networks are fine-tuned. The
multimodal network is trained for an additional 50 epochs using
SGD with weight decay of 10~*, momentum 0.9 and a fixed
learning rate of 0.001.
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Fig. 3. Probability of detection versus probability of false alarm of our uni-
modal and multimodal architectures (best viewed in color).

For further regularization of the network, and in order to avoid
the exploding gradients problem which can arise in LSTM cells,
we enforce a hard constraint on the norm of the gradients by
scaling it when it exceeds a threshold of 0.5 [54].

B. Evaluation

In order to demonstrate the benefit of the fusion of the au-
dio and video signals for voice activity detection, we evaluated
both the multimodal and the unimodal versions of the proposed
architecture. The unimodal versions are denoted in the plots by
“End-to-End Audio” and “End-to-End Video”, respectively, and
the multimodal version is denoted in the plots by “End-to-End
AV”. The unimodal and multimodal versions are constructed
and trained as described in Section IV-A. The benefit of fusing
the audio and the video modalities is clearly shown in Fig. 3,
where the proposed audio-visual architecture significantly out-
performs the unimodal versions. We compare the different net-
works in the form of receiver operating characteristic (ROC)
curves, which present the probability of detection versus the
probability of false alarm. We also give the area under the curve
(AUC) measure for each of the architectures.

To evaluate the performance of the proposed deep multi-
modal end-to-end architecture, we compare it with the compet-
ing audio-visual voice activity detectors presented in [34] and
[36]. We evaluated all voice activity detectors on the challeng-
ing evaluation set described in Section II-B. In [34], the authors
used only the four largest components of their diffusion map-
ping to describe the audio/video signals. In our experiments,
we found that using a larger number of components to describe
the signals, can be beneficial. We experimented with a different
number of diffusion mapping components between 4 and 20 and
found that the performance improved up to the level of using
ten components, and increasing the number of components even
further did not provide any additional noticeable improvement
in performance. This can be explained by the more complex
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Fig. 4. Probability of detection versus probability of false alarm of our mul-

timodal end-to-end architecture and the VADs presented in [34] and [36] (best
viewed in color).

nature of our evaluation set, in which each frame is contami-
nated with a different combination of background noise, tran-
sient interference, and SNR level. We denote the VAD proposed
in [34] using 4,6 and 10 components as “Dov4 AV”, “Dov6
AV” and “Dov10 AV” respectively. The VAD proposed in our
earlier work [36] was found to be superior to all versions of the
VADs presented in [34] and is denoted in the plots by “Ariav
AV”. In Fig. 4 it is clearly shown that the performance of our
proposed deep multimodal end-to-end architecture is superior
to those presented in [34] and [36].

We perform several ablation experiments to demonstrate
the effectiveness of our proposed end-to-end architecture. To
demonstrate the advantages of fusing the embeddings Z,, and Z,
using the MCB module, we conducted an experiment in which
we replaced the MCB module with a simple vector concatena-
tion, which is standard practice today for multimodal problems.
In another set of experiments, we construct a multimodal net-
work from the two unimodal networks in which we do not
remove the unimodal LSTM layers. Instead, we feed the MCB
module with the outputs of the two unimodal LSTMs and the
joint representation produced by the MCB is fed directly to a
fully connected layer for classification. We denote this architec-
ture as “separate-LSTM”, as opposed to the originally proposed
architecture which we denote in the table as “shared-LSTM”.
Throughout all of the above experiments, the rest of the ar-
chitecture, including the number of neurons/cells in each layer
and the training procedure remains unchanged. Moreover, since
the MCB’s output size was chosen to be 1024, it matches the
size of the concatenated embedding, so it is a fair comparison
between the two variants. Table II shows the results in terms
of classification accuracy, precision, recall and fl-score on the
evaluation set. It can be seen that fusing the two modalities using
MCB gives better results than a simple concatenation of the fea-
ture vectors. Moreover, the architecture with the shared-LSTM
shows better performance, and a possible explanation is that this

TABLE I
ACCURACY, PRECISION, RECALL, AND F1-SCORE ON EVALUATION SET FOR
DIFFERENT END-TO-END MULTIMODAL ARCHITECTURES

Architecture Acc. Precision | Recall F1 Score
separate-LSTM+concat | 0.8962 | 0.8759 0.9205 | 0.8977
separate-LSTM+MCB 0.9084 | 0.9125 0.8836 | 0.8978
shared-LSTM-+concat 0.8982 | 0.8705 0.9356 | 0.9018
shared-LSTM+MCB 0.9152 | 0.9033 0.9254 | 0.9142

We denote the proposed architecture as “Shared LSTM” and the architecture in which
we use unimodal LSTM:s as “Separate LSTM.”

TABLE IIT
ACCURACY ON EVALUATION SET FOR DIFFERENT SEQUENCE LENGTHS 1" FED
INTO OUR END-TO-END MULTIMODAL ARCHITECTURE

Sequence length Acc.
15 0.9152
30 0.9152
45 0.9148

way the LSTM can capture the dynamics of the speech signal
which is shared across the modalities.

Furthermore, we experimented with different sequence
lengths T to feed our end-to-end network. We conducted ex-
periments using sequence lengths of 7' = {15, 30,45}, which
correspond to 0.6, 1.2 and 1.8 seconds of audio/video. In these
experiments, we used our multimodal networks with MCB ar-
chitecture. Note that the change of 7" merely affects the number
of sequences in the training and evaluation sets in a negligible
way, so it is a fair comparison between the different cases. Ta-
ble IIT shows the results in terms of classification accuracy on
the evaluation set. As seen in Table III, there is no real advantage
to using longer sequences as input, but the computational cost
and memory consumption are greater, mainly due to the vision
network, and therefore we opted to use a sequence length of
T = 15.

In contrast to our previous work [36], where the network oper-
ates on hand-crafted features extracted from the two modalities,
the proposed architecture operates on raw signals to extract the
most suitable features from each modality to the task of voice
activity detection. Moreover, in [36] the features from the two
modalities are merely concatenated before being fed to an au-
toencoder to exploit the relations between the modalities. How-
ever, in our proposed architecture the fusion is performed via an
MCB module which allows for higher order relations between
the two modalities to be exploited.

V. CONCLUSIONS AND FUTURE WORK

We have proposed a deep multimodal end-to-end architecture
for speech detection, which utilizes residual connections and di-
lated convolutions and operates on raw audio and video signals
to extract meaningful features in which the effect of transients
is reduced. The features from each modality are fused into a
joint representation using MCB which allows higher order re-
lations between the two modalities to be explored. In order to
further exploit the differences in the dynamics between speech
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and the transients, the joint representation is fed into a deep
LSTM. A fully connected layer is added, and the entire net-
work is trained in a supervised manner to perform voice activity
detection. Experimental results have demonstrated that our mul-
timodal end-to-end architecture outperforms unimodal variants
while providing accurate detections even under low SNR con-
ditions and in the presence of challenging types of transients.
Furthermore, the use of MCB for modality fusion has also been
shown to outperform other methods for modality fusion.

Future research directions include applying the proposed end-
to-end multimodal architecture to different voice-related tasks
such as speech recognition or speech enhancement. Moreover,
we will explore additional methods for noise injection, in which
the video signal is augmented and the speakers’ voices are mod-
ified according to the injected noise levels (Lombard effect).

Another direction worth exploring would be to use the
proposed architecture on altogether different modalities, e.g.,
replacing the audio signal with an electrocardiogram (ECG)
signal and training the network to perform ECG related tasks.
This is possible since the architecture operates on raw signals
and therefore does not depend on audio, or image, specific
features.
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Depth Map Super-Resolution via
Cascaded Transformers Guidance

Ido Ariav* and Israel Cohen*

Andrew and Erna Viterby Faculty of Electrical and Computer Engineering, Technion-Israel Institute of Technology, Haifa, Israel

Depth information captured by affordable depth sensors is characterized by low spatial
resolution, which limits potential applications. Several methods have recently been
proposed for guided super-resolution of depth maps using convolutional neural
networks to overcome this limitation. In a guided super-resolution scheme, high-
resolution depth maps are inferred from low-resolution ones with the additional
guidance of a corresponding high-resolution intensity image. However, these methods
are still prone to texture copying issues due to improper guidance by the intensity image.
We propose a multi-scale residual deep network for depth map super-resolution. A
cascaded transformer module incorporates high-resolution structural information from the
intensity image into the depth upsampling process. The proposed cascaded transformer
module achieves linear complexity in image resolution, making it applicable to high-
resolution images. Extensive experiments demonstrate that the proposed method
outperforms state-of-the-art techniques for guided depth super-resolution.

Keywords: depth maps, super-resolution, deep learning, attention, transformers

1 INTRODUCTION

Depth information of a scene is crucial in many computer vision applications such as 3D
reconstruction (Izadi et al, 2011), driving assistance (Schamm et al., 2009), and augmented
reality. Recently, many low-cost consumer depth cameras were introduced, facilitating the use of
depth information in various day-to-day scenarios. However, these low-cost sensors often suffer
from low spatial resolution, limiting their potential applications. To facilitate such sensors, the depth
information usually needs to undergo an upsampling process in which the corresponding high-
resolution (HR) depth map is recovered from its low-resolution (LR) counterpart.

The upsampling of depth information is not a trivial task since the fine details in the HR depth
map are often missing or severely distorted in the LR depth map, because of the sensor’s limited
spatial resolution. Moreover, there often exists an inherent ambiguity in super-resolving the distorted
fine details. A naive upsampling of the LR image, e.g., bicubic interpolation, usually produces
unsatisfactory results with blurred and unsharp edges. Therefore, numerous advanced methods have
been proposed recently for the upsampling, commonly termed super-resolution (SR), of depth
information.

Current methods for SR of depth maps can be generally categorized as filter-based methods (Yang
etal., 2007; He et al., 2012), energy minimization based methods (Ferstl et al., 2013; Yang et al., 2014;
Jiang et al., 2018) and learning-based methods, which rely heavily on the use of convolutional neural
networks (CNN) (Riegler et al., 2016b; Hui et al., 2016; Guo et al., 2018; Song et al., 2018; Zuo et al.,
2019a). Filter-based methods have a relatively low computational complexity but tend to introduce
apparent artifacts in the resulting HR depth map. On the other hand, energy minimization methods
often require cumbersome and time-consuming computations. They are heavily reliant on

Frontiers in Signal Processing | www.frontiersin.org 1

March 2022 | Volume 2 | Article 847890

52



Ariav and Cohen

regularization from a statistic or prior that is unavailable for some
scenarios. Finally, learning-based methods have blossomed in
recent years, and they now provide the best performances in
terms of the quality of the upsampled depth map.

In many cases, an LR depth map is accompanied by a
corresponding HR intensity image. Many of the more recent
methods propose to use this additional image to guide or enhance
the SR of the depth map (Park et al.,, 2011; Kiechle et al., 2013;
Kwon et al., 2015; Hui et al., 2016; Guo et al., 2018; Zuo et al,,
2019a; Lutio et al., 2019; Li et al., 2020; Ye et al., 2020; Cui et al,,
2021; Kim et al., 2021; Zhao et al., 2021). These methods assume
that correspondence can be established between an edge in the
intensity image and the matching edge in the depth map. Then,
given that the intensity image has a higher resolution, its edges
can determine depth discontinuities in the super-resolved HR
depth map. However, there could be cases in which an edge in the
intensity image does not correspond to a depth discontinuity in
the depth map or vice versa, e.g., in the case of smooth, highly
textured surfaces in the intensity image. These cases lead to
texture copying, where color textures are over-transferred to
the super-resolved depth map at the boundaries between
textured and homogeneous regions. Hence, a more
sophisticated guidance scheme needs to be considered.

In this paper, to alleviate the texture copying problem, we
propose a Cascaded Transformer Guidance Module (CTGM) for
guided depth map SR. Transformers, designed initially for
sequence modeling tasks (Vaswani et al., 2017), are notable for
their use of attention to model long-range dependencies in the
data. Recently, transformers were successfully adapted to
computer vision tasks with promising results. Our proposed
CTGM is constructed by stacking several transformer blocks,
each operating locally within non-overlapping windows that
partition the entire input. Window shift is introduced between
consecutive transformer blocks to enable inter-window
connections to be learned. The CTGM is fed with HR features
extracted from the intensity image and is trained to pass only
salient and consistent features that are then incorporated into the
depth upsampling process. Our proposed CTGM is capable of
learning structural and content information from a large
receptive field, which was shown to be beneficial for SR tasks
(Zhang et al., 2017).

Our overall architecture can be divided into three main parts: a
depth branch, an intensity branch, and the CTGM. The proposed
depth branch comprises several Residual Dilated Groups (RDG)
(Zhang et al., 2018a), and performs the upsampling of the given
LR depth map in a multi-scale manner, as in, e.g., Hui et al.
(2016). Meanwhile, the intensity image is fed into the intensity
branch, which extracts HR features and complements the LR
depth structures in the depth branch via the CTGM. This process
is repeated according to the desired upsampling factor. This
closely guided multi-scale scheme allows the network to learn
rich hierarchical features at different levels, and better adapt to
the upsampling of both fine-grained and coarse patterns.
Moreover, this enables the network to seamlessly utilize the
guidance from HR intensity features in multiple scales. In
Section 4 we show that our proposed method achieves results
with sharper boundaries, more complete details, and better

Depth Map Super-Resolution

quantitative values in terms of Root Mean Square Error
(RMSE) compared to competing guided SR approaches. Our
proposed architecture is shown in Figure 1 for the case of an
upsampling factor of 2.

Our contributions are as follows: (1) We introduce a novel
cascaded transformer-based mechanism to produce salient
guidance features from the intensity branch. (2) Our proposed
CTGM exhibits linear memory constraints, making it applicable
even for very large images. (3) Unlike other transformer
architectures, our architecture can handle different input
resolutions, both during training and inference, making it
highly applicable to real-world tasks. (4) We achieve the state
of the art performance on several depth upsampling benchmarks.

The remainder of this paper is organized as follows. In Section
2, we present a brief overview of the related work. In Section 3, we
present our proposed architecture for depth map SR in detail. In
Section 4, we conduct extensive experiments and report our
results. Also, an ablation study is performed. Finally, in Section 5,
we conclude and discuss future research directions.

2 RELATED WORK

Classic methods for depth map SR were inspired mainly by works
from the related field of single color image SR. However, due to
the limitation of single depth map SR, such methods usually work
well only for small upsampling factors, e.g., 2 or 4. Guided depth
map SR, on the other hand, is more robust even for more
prominent upsampling factors, e.g., 8 or 16. This improved
robustness is achieved by introducing guidance from cross
domains, e.g., HR intensity image. A more detailed review of
guided depth SR methods is given in the following subsections,
emphasizing methods based on deep neural networks.

2.1 Single Depth Map Super Resolution
Earlier works for SR of depth maps, inspired by single image SR
methods, mainly focused on filtering-based strategies. Mac
Aodha et al. (2012) proposed that the matching HR depth
candidate will be searched from a collected database for a
given LR depth patch. Selecting the most probable candidate
was then formulated as a Markov random field labeling problem.
Hornacek et al. (2013) proposed to perform single depth map SR
by exploring patch-wise scene self-similarity. Lei et al. (2017)
proposed a view synthesis quality-based filtering, which jointly
considers depth smoothness, texture similarity, and view
synthesis quality.

Other works formulated depth map SR as a global
optimization problem. Xie et al. (2015) offered an edge-guided
depth map SR method, which applies Markov random field
optimization to construct the HR edge map from the LR
depth map. Later works considered dictionary learning
strategies. Ferstl et al. (2015) used an external database to
learn a dictionary of edge priors and then used the learned
edge priors to guide the upsampling of an LR depth map in a
variational sparse coding framework. Mandal et al. (2016)
proposed an edge-preserving constraint to preserve the
discontinuity in the depth map and a pyramidal
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reconstruction framework to better deal with higher scaling
factors.

Later, Riegler et al. (2016b) proposed ATGV-Net, which
combined a deep CNN with a variational method to recover
an accurate HR depth map. Recently, Huang et al. (2019)
proposed a pyramid-structured network composed of dense
residual blocks that use densely connected layers and residual
learning to model the mapping between high-frequency residuals
and LR depth maps. A deep supervision scheme in which
auxiliary losses were added at various scales within the
network was utilized to reduce the difficulty of model training.

2.2 Intensity Guided Depth Map Super

Resolution

Unlike an HR depth map, an HR intensity image can usually be
easily acquired by color cameras. Thus, in many real-life
scenarios, a corresponding intensity image can be used to
guide the upsampling process or enhance the low-quality
depth maps. Various methods have been proposed to improve
the quality of depth maps by the guidance of the HR intensity
image. These methods can be categorized as filtering-based
methods (He et al., 2010; Liu et al,, 2013; Lu and Forsyth,
2015), global optimization-based methods Dong et al. (2016);
Ferstl et al. (2013); Ham et al. (2015a,b); Jiang et al. (2018); Liu
et al. (2016); Park et al. (2014, 2011); Yang et al. (2012, 2014),
sparse representation-based methods (Kiechle et al., 2013; Kwon
et al., 2015) and deep learning-based methods (Riegler et al,
2016a; Hui et al,, 2016; Zhou et al., 2017; Guo et al.,, 2018; Zuo
etal., 2019a,b; Zhao et al., 2021; Lutio et al., 2019; Kim et al., 2021;
Li et al.,, 2020; Ye et al., 2020; Cui et al., 2021), which are in the
focus of this paper.

Liu et al. (2013) utilized geodesic distances to upsample an LR
depth map with the guidance of a corresponding HR color image.
Lu and Forsyth (2015) used the correlation between edges in a
segmentation image and boundaries in depth images to produce
detailed HR depth structures. Yang et al. (2012) formulated the
depth recovery problem to minimize auto-regressive prediction
errors. Ferstl et al. (2013) developed a convex optimization
problem for depth image upsampling, which guides the depth
upsampling by an anisotropic diffusion tensor calculated from an
HR intensity image. Park et al. (2014) extended the non-local
structure regularization by combining the additional HR color
input when upsampling an LR depth map. Kiechle et al. (2013)
introduced a bimodal co-sparse analysis to capture the inter-
dependency of registered intensity and depth information. Kwon
et al. (2015) proposed a data-driven method for depth map
refinement through multi-scale dictionary learning, based on
the assumption that a linear combination of basis functions
can efficiently represent local patches in both depth and RGB
images. Jiang et al. (2018) proposed a depth map SR method in
which non-local correlations are exploited by an auto-regressive
model in the frequency domain. A multi-directional total
variation prior is used in the spatial domain to characterize
the geometrical structures.

Inspired by the great success in the SR of color images, deep
learning methods for depth map SR have recently attracted more
and more attention. Riegler et al. (2016a) used a fully
convolutional network to produce an initial estimation for the
HR depth. This estimation, in turn, was fed into a non-local
variational model to optimize the final result. Hui et al. (2016)
proposed an “MSG-Net,” which infers the HR depth map from its
LR counterpart in multiple stages, and uses a multi-scale fusion
strategy to complement LR depth features with HR intensity
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features in the high-frequency domain. Zhou et al. (2017)
concluded that color images are more helpful for the depth
map SR problem when noise is present, and the scaling factor
is large. Guo et al. (2018) proposed exploiting multiple level
receptive fields by constructing an input pyramid and extracting
hierarchical features from the depth map and intensity image.
These features are then concatenated, and the residual map
between the interpolated depth map and the corresponding
HR one is learned via a residual U-Net architecture. Zuo et al.
(2019a) proposed a multi-scale upsampling network in which
intensity features guide the upsampling process in multiple
stages, and both low and high-level features are taken into
account in the reconstruction of HR depth maps thanks to
local and global connections. Zuo et al. (2019b) proposed
another multi-scale network with global and local residual
learning. The LR depth map is progressively upsampled,
guided by the HR intensity image in multiple scales.
Moreover, batch normalization layers were used to improve
the performance of depth map denoising. Zhao et al. (2021)
proposed to use a discrete cosine transform network in which
pairs of color/depth images are fed into the semi-coupled feature
extraction module to extract common and unique features from
both modalities. The color features are then passed through an
edge attention mechanism to highlight the edges useful for
upsampling. Finally, a discrete cosine transform was employed
to solve the SR optimization problem. Lutio et al. (2019) proposed
to find a transformation from the guide image to the target HR
depth map, which can be regarded as a pixel-wise translation.
Kim et al. (2021) proposed to use deformable convolutions (Dai
et al., 2017) for the upsampling of depth maps, where the spatial
offsets for convolution are learned from the features of the given
HR guidance image. Li et al. (2020) proposed a recumbent Y
network for depth map SR. They built the network based on
residual channel attention blocks and utilized spatial attention-
based feature fusion blocks to suppress the artifacts of texture
copying and depth bleeding. Ye et al. (2020) proposed a
progressive multi-branch aggregation network by using the
multi-branch fusion method to gradually restore the degraded
depth map. Cui et al. (2021) proposed an architecture built on two
U-Net branches for HR color images and LR depth maps. This
architecture uses a dual skip connection structure to leverage the
feature interaction of the two branches and a multi-scale fusion to
fuse the deeper and multi-scale features of two branch decoders
for more effective feature reconstruction.

However, the methods above still use simple schemes such as
concatenation to fuse the guidance features extracted from the
intensity image with the depth features. At the same time, we
propose to use a CTGM, which directs the allocation of available
processing resources towards the most informative components
of the input, thus achieving superior results, as demonstrated in
Section 4.

2.3 Vision Transformers

In recent years, transformer-based architectures (Vaswani et al.,
2017) achieved great success in natural language processing tasks,
enabling long-range dependencies in the data to be learned via
their sophisticated attention mechanism. Their tremendous

Depth Map Super-Resolution

success in the language domain has led researchers to
investigate their adaptation to computer vision, where it has
recently demonstrated promising results on certain tasks,
specifically image classification (Dosovitskiy et al., 2020; Liu
et al, 2021; Wang et al,, 2021) and object detection (Carion
et al., 2020; Zhu et al., 2020).

A primary transformer encoder, as proposed in Vaswani et al.
(2017), usually consists of alternating layers of multiheaded self-
attention (MSA) and MLP blocks, with Layer Normalization
(LN) before every block and residual connections after
every block.

An MSA block takes as input a sequence of length N of
d-dimensional embeddings X € RNV*? and produces an output
sequence Y € RN yig:

Q = XWq,K = XWg, V = XW,,
A = Softmax(QK" /Vd) (1)
Y = AV

where Wq, Wy, and Wy are D x D parameter matrices of 1 x 1
convolutions responsible for projecting the entries of the
sequence X into the three standard transformer paradigms;
keys, queries, and values, respectively. Each entry of the
output sequence Y is a linear combination of values in V
weighted by the attention matrix A, which itself is computed
from similarities between all pairs of query and key vectors.

The transformer’s expressive power comes from computing
the self-attention A and Y. This computation, however, comes
with a quadratic cost; it takes O(N®) time and space to compute
the pairwise similarities between Q and K and to compute the
linear combination of V vectors. This quadratic complexity
makes it impractical to apply self-attention to images directly,
as even for small images X quickly becomes too long a sequence
for self-attention.

In light of this inherent limitation, efforts have been made to
restrict these sequence lengths in a modality-aware manner while
preserving modeling performance. The pioneering work of
Dosovitskiy et al. (2020) proposed to directly apply a transformer
architecture on non-overlapping medium-sized image patches for
image classification. This local self-attention helps mitigate these
memory constraints, as opposed to global self-attention.

3 PROPOSED METHOD

3.1 Formulation

A method for guided depth SR aims to find the nonlinear
mapping between an LR depth map and the corresponding
HR depth map. An HR intensity image guides the process of
finding this nonlinear relation. For a given scaling factor s = 2" we
denote the LR depth map as D € RF/®W/ and the respective
HR guidance intensity image as Iyg € R, Then, the
corresponding HR depth map Dyg € R*™Y can be found from:

Dyr = F(Dyg, Inr; 0) 2)

where F denotes the nonlinear mapping learned by our proposed
architecture, and 6 represents the learned network’s parameters.
We note that in our proposed architecture, contrary to some
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other works, Dy is upsampled in a multi-stage scheme of m
stages. In each stage, Dy is upsampled by a factor of two until it
reaches the desired scaling factor s. We note that any upsampling
stage m can also perform an upsampling by a factor of three. Thus
the overall architecture is flexible enough for real applications and
can be configured to achieve upsampling with scaling factors that
are not the exponent of 2.

Throughout the section, we use Convs; (-) to denote a
convolution layer with a kernel size of 3 x 3 and Conv, (-) to
denote a convolution layer with a kernel size of 1 x 1.

3.2 Overall Network Architecture

As shown in Figure 1, our architecture mainly consists of three
parts: intensity branch, depth branch, and CTGM, which
provides guidance from the intensity branch to the depth
branch. We now review the general structure of our depth and
intensity branches, and more details of the proposed CTGM
modules will be given in Section 3.3.

3.2.1 Intensity Branch

Our intensity branch consists of two primary modules; (1) a
feature extraction module and (2) a downsampling module.
These two basic modules are repeated in each upsampling
stage i € {1 ... m}. The feature extraction module consists of
two consecutive convolution layers with a kernel size of 1 x 1,
followed by an element-wise rectified linear unit (ReLU)
activation function. This module extracts essential features
from the intensity image as guidance for the depth branch.
The downsampling module performs a similar operation while
also downsampling the feature maps by a factor of two. It consists
of a convolution layer with a kernel size of 1 x 1 followed by
another convolution layer with a kernel size of 3 x 3 and stride 2,
which performs the downsampling. A ReLU activation then
follows these two convolution layers. In this manner, the
intensity ~ frequency = components are  progressively
downsampled to provide multiple-scale guidance for the depth
branch via the CTGM, as elaborated in Section 3.3.

Specifically, a single upsampling stage i € {1 ... m} of the
intensity branch can be formulated as:

Yi; = 0(Conv, (Conv, (Yi,))) (3)

Y. = o(Convs, (Conv, (Yi;))) (4)

where i € {1 ... m} denotes the current upsampling stage, o is a
ReLU activation function, and Convs, (-) is a convolution layer
with a kernel size of 3 x 3 and stride 2. The input Yi{ for
upsampling stage i is either the output of upsampling stage i—1 or
the input HR intensity image Iy in the case of i = 1, meaning
Y0 = I

3.2.2 Depth Branch

The depth branch plays the primary role of finding the nonlinear
mapping between the LR and the super-resolved HR depth maps.
Motivated by Zhang et al. (2018a), we use global and local
residual learning, allowing for high-frequency details needed
for super-resolving Dy to be learned in the network and its
sub-networks.

Depth Map Super-Resolution

In our depth branch, we first extract shallow features from the
LR input D; by feeding it through two consecutive convolution
layers as suggested by, among others, Haris et al. (2018); Zhang
et al. (2018b):

D° = Conv; (Conv; (D)) (5)

D, is then progressively upsampled in m stages by a factor of
two in each stage. Each such upsampling stage is composed of an
RDG as proposed by Zhang et al. (2018a), followed by an
upsampling module, and finally, a second RDG. This
upsampling stage is duplicated according to the desired
upscaling factor s.

An RDG is composed of stacking G Residual Dilated Blocks
(Zhang et al., 2018a), where each such block is composed of
stacking L layers of dilated convolution. A long skip connection
connects the RDG’s input to its output, stabilizing the training
process Haris et al. (2018) and allowing the network to suppress
low-frequency information from earlier layers and recover more
useful information.

The first RDG in each upsampling stage performs a deep
feature extraction. For the RDG to successfully recover high-
frequency details from its LR input, we first scale its input via the
CTGM, as elaborated in Section 3.3. Features extracted by the
first RDG are upsampled by a factor of two via a pixel shuffle
module (Shi et al, 2016). Thus the upsampling operators are
learned in a data-driven way to improve the representation ability
of our model. Finally, the upsampled feature maps are scaled once
more by the output of another CTGM and fused with the
unscaled feature maps via a convolution layer. The fused
feature maps are then passed through a second RDG to
explore deeper relations between the depth and intensity features.

A single upsampling stage i can be formulated as:

Fivei = Hipg (D! ® Hepgy) ® D™ ©)
FiJP = Hps (F;DGI) )
D' = Hyp, (Conv, (Fi;,© (Fyyp ® Hepgy))) @ Fiyp (®)

where Hrpg denotes the function learned by our RDG, Hps is a
pixel shuffle upsampling module, ® denotes element-wise
product, ® denotes element-wise sum, Hcrgy denotes the
scaling features produced from our CTGM, © denotes a
concatenation operation and D" is the output of the previous
upsampling stage. More implementation details are given in
Section 4.1.

3.3 Cascaded Transformer Guidance
Module

Guidance from the intensity image in most previous CNN-based
guided SR methods is usually achieved by extracting feature maps
from the intensity image and concatenating them to features
extracted in the depth branch. This guidance scheme effectively
treats all features equally, in both spatial and channel domains,
which is not optimal. Moreover, feature maps extracted from the
intensity image via CNN usually have a limited receptive field,
which affects the guidance quality. In comparison, we propose to
exploit long-range dependencies in the guidance image via a
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FIGURE 2 | Our proposed cascaded transformer guidance module.

novel cascaded transformer guidance module. The motivation is
that in image SR, high-frequency features are more informative
for HR reconstruction, and a large receptive field is also beneficial
(Zhang et al., 2017). Our proposed CTGM is shown in Figure 2.

Before elaborating on the structure of our proposed CTGM,
we observe significant challenges in transferring the transformer’s
high performance in the language domain to the visual domain,
and specifically to low-level vision tasks. First, unlike word tokens
that serve as the essential processing elements in language
transformers, images can vary substantially in scale in real-life
scenarios. However, in most existing transformer-based models,
tokens must all be of a fixed scale. Another difference is the higher
number of pixels in images than words text passages. Specifically,
the task of SR requires dense prediction at the pixel level while
avoiding down-scaling the input as much as possible to prevent
loss of HR information. Working with such HR inputs would be
intractable for transformers, as the computational complexity of
its self-attention is quadratic to image size.

To overcome these issues, we build upon the work of Liu et al.
(2021) and propose a cascaded transformer module, which
operates on non-overlapping windows that partition the entire
input image. The number of pixels in each such window is fixed,
and by computing self-attention locally within each window, the
complexity becomes linear to image size. Moreover, our proposed
CTGM constructs hierarchical representations by applying
several such transformer layers consecutively. We shift the
partitioning windows with each layer, gradually merging
neighboring patches in deeper transformer layers. The shifted
windows overlap with the preceding layer windows, providing
connections that significantly enhance modeling power. Our
transformer model can conveniently extract meaningful
information suitable for dense tasks such as SR and encode
distant dependencies or heterogeneous interactions with these
hierarchical feature maps. Furthermore, the window-based local
self-attention is scalable; the linear complexity makes working
with large inputs feasible while also enabling working with
variable size inputs (given input size is divisible by window size).

Formally, given an intermediate feature map Fy € RV a5

input, our CTGM first splits F; into non-overlapping patches of size
(P, P) to form Fy, € ROHW where H = H/P and W = W/P. A
trainable convolution layer with a kernel size of P x P and stride P is
applied to construct an initial patch embedding Fy ey € RV,
Next, we apply window partitioning such that the windows partition
Fpemp in a non-overlapping manner, where each window is of size
M x M. Every such window is flattened to form the window
embeddings F, € RM*C, which forms the input sequence for
the cascaded transformer module. During both the patches and
windows partitioning, zero padding of the input is applied if
necessary.

Similar to Hu et al. (2019), relative position embeddings are
added to the window embeddings F,; to retain positional
information. We use standard learnable 1D position embeddings
since we have not observed significant performance gains from using
more advanced 2D-aware or global position embeddings. We refer
to this joint embedding Z° which is the input to the following
transformer module. Note that for computations efficiency, we batch
all H x W/ (M x M) window embeddings before feeding them to
the transformer module.

Our proposed transformer module receives Z° as input and
computes a hierarchical local self-attention within each window.
We construct our transformer module by concatenating two
modified transformer blocks, as shown in Figure 2. Each such
transformer block is modified from the original transformer
block by replacing the standard MSA module with a windows-
based MSA (MSA,,) while keeping the other layers unchanged. In
an MSA,, module, we apply Eq. 1 locally within each M x M, thus
avoiding computing self-attention on the entire input.
Specifically, as illustrated in Figure 2, our modified
transformer block consists of an MSA,, module, followed by a
2-layer MLP with GELU non-linearity in between. An LN layer is
applied before each MLP and MSA,, module, and a residual
connection is applied after each module.

We propose a shifted window partitioning approach that
alternates between two partitioning configurations in the two
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consecutive transformer blocks to increase modeling power and
introduce cross-window connections. The first block uses a regular
window partitioning strategy which starts from the top-left pixel.
Then, the next block applies a windowing configuration shifted from
the preceding block by displacing the windows by M/2, M/2 pixels
from the regularly partitioned windows. We denote the MSA
module that operates with the shifted window partitioning
approach as MSAy,. Finally, the two consecutive transformer
blocks are computed as -

Z' = MSA, (LN(Z°)) + Z° ©)
z' = MLP<LN(ZI> +Z (10)
7' = MSA,, (LN(Z")) + Z" (11)
7= MLP(LN(ZZ» +7 (12)

where Z' and Z' denote the output features of the MSA,, and
MLP modules of the first block, respectively. Similarly, 7’ and 22
denote the output features of the MSA,, and MLP modules of the
second block, respectively. This shifted window partitioning
approach introduces connections between neighboring non-
overlapping windows in the previous layer, which improves
modeling performance as shown in Section 4.
The overall CTGM module can be summarized as:

Ferom = 6(Z%) (13)

where ¢ denotes the sigmoid function.

Finally, Fcrgm, the features generated by the CTGM are used
to scale the corresponding depth features in the depth branch by
element-wise multiplication.

4 EXPERIMENTS
4.1 Training Details

To make a fair comparison to other competing depth map SR
methods, we constructed our train and test data similarly to Guo
etal. (2018); Huang et al. (2019); Hui et al. (2016), and more. We
collected 92 pairs of depth and color images from the MPI Sintel
depth dataset (Butler et al, 2012) and from the Middlebury
dataset (Scharstein and Szeliski, 2002; Scharstein and Pal,
2007; Scharstein et al., 2014). We followed the same training
and validation split as in Hui et al. (2016) and used 82 pairs for
training and ten pairs for validation.

Instead of using the full-scale HR depth and intensity images
as input in the training process, we randomly extracted patches
and used these as input to our network. We opted to use an LR
patch size of 96 x 96 pixels, having observed that using a larger
patch size did not significantly improve the training accuracy.
However, the memory requirements and computation time
increase substantially with patch size. Therefore, for
upsampling factors of 2 and 4, we extracted HR patches of
sizes 192 x 192 and 384 x 384, respectively. For the
upsampling factors of 8 and 16, we used smaller LR patch
sizes of 48 x 48 and 24 x 24, respectively, due to memory
limitations and the fact that some full-scale images had a

Depth Map Super-Resolution

resolution of <400. The LR patches were generated by
downsampling each HR patch with bicubic interpolation
according to the desired scaling factor. We augmented the
extracted patches by randomly performing either a horizontal
flip, a vertical flip, or a 90" rotation during training.

4.2 Implementation Details
In our proposed architecture, we set the number of RDBs in each
RDG to G = 20 RDBs, and each such RDB has L = 4 dilated
convolution layers as described in Section 3.2.2. These values for
G and L provided the best performance to network size trade-off
in our experiments. All convolution layers throughout our
network have a stride of 1, and C = 64 filters, unless otherwise
noted. A zero-padding strategy is used to keep size fixed for
convolution layers with a kernel size of 3 x 3. The final
convolution layer has only one filter, as we output depth
values. In our CTGM implementation, we use a patch size of
p = 4, an embedding dimension of C = 64, and set the number of
patches in each window to be M = 12 throughout the CTGM.
Each MSA,, and MSA,,, module has four attention heads.

We trained a specific network for each upsampling factor s € 2,
4, 8, 16, and used the Pytorch framework Paszke et al. (2019) to
train our models. We used a batch size of 4 in all our experiments,
with random initialization of the filter weights of each layer. We
trained each network for 3 x 10 iterations of back-propagation.
Our model was optimized using the £; loss and the ADAM
optimizer Kingma and Ba (2014) with §; =0.9, , =0.999 and € =
107%. The initial learning rate was set to 10~ and then divided by 2
every 1 x 10° iterations. All our models were trained on a PC with
an 19-9960x CPU, 64GB RAM, and two Titan RTX GPUs.

Our code and trained models will be made public upon
publication.

4.3 Results

This section provides both quantitative and qualitative
evaluations of our guided depth map SR method. We report
the results of bicubic interpolation as a baseline, and compare our
results to state-of-the-art global optimization-based methods
Ferstl et al. (2013); Liu et al. (2016); Park et al. (2014), a
sparse representation-based method (Kiechle et al., 2013) and
mainly deep learning-based methods (Guo et al., 2018; Huang
et al., 2019; Hui et al., 2016; Zuo et al., 2019a,b; Zhao et al., 2021;
Kim et al., 2021; Li et al., 2020; Ye et al., 2020; Cui et al., 2021). We
evaluated our proposed method on the noise-free Middlebury
dataset and the more challenging noisy Middlebury dataset.
Moreover, we demonstrate the generalization capability of our
proposed method by evaluating on the NYU Depth v2 dataset.

4.3.1 Results on the Noise-Free Middlebury Dataset

Similar to recent works, we first evaluate the performances of the
different methods on the noise-free hole-filled Middlebury
RGB-D datasets for various scaling factors s € 2, 4, 8, 16.
The Middlebury datasets provide high-quality depth maps
and RGB pairs in complex real-world scenes. In Tables 1, 2
we report the RMSE values for different scale factors, where the
best RMSE for each evaluation is in boldface, whereas the
second best one is underlined. All results in Tables 1, 2 are
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TABLE 1 | Quantitative comparisons on “art.” “books” and “laundry” from the noise-free middlebury dataset in terms of RMSE values for different scaling factors.

Method Art Books Laundry

x2 x4 x8 x16 x2 x4 x8 x16 x2 x4 x8 x16
Bicubic 2.64 3.88 5.60 8.58 1.02 1.56 2.24 3.36 1.30 2.11 3.10 4.47
TGV Ferstl et al. (2013) 3.19 4.06 5.08 7.61 1.52 2.21 2.47 3.54 1.84 2.20 3.92 6.75
RDGE Liu et al. (2016) 2.31 3.26 4.31 6.78 1.14 1.53 2.18 2.92 1.47 2.06 2.87 4.22
NLMR Park et al. (2014) 3.01 4.24 6.32 10.04 1.25 1.96 2.92 4.34 1.88 2.64 3.78 6.13
JID Kiechle et al. (2013) 1.18 1.92 2.76 5.74 0.45 0.71 1.01 1.93 0.68 1.10 1.83 3.62
PSR Huang et al. (2019) 0.66 1.59 2.57 4.83 0.54 0.83 1.19 1.70 0.52 0.92 1.52 2.97
MSG Hui et al. (2016) 0.67 1.49 2.79 5.95 0.37 0.66 1.09 1.87 0.67 1.02 1.35 2.03
MFR Zuo et al. (2019b) 0.71 1.54 2.71 4.35 0.42 0.63 1.05 1.78 0.61 1.1 1.75 3.01
PMBA Ye et al. (2020) 0.61 1.19 2.47 4.37 0.41 0.53 1.10 1.51 0.38 0.80 1.564 2.72
RDN Zuo et al. (2019a) 0.56 1.47 2.60 4.16 0.36 0.62 1.00 1.68 0.48 0.96 1.63 2.86
DSR Guo et al. (2018) 0.53 1.21 2.23 3.95 0.42 0.60 0.89 1.61 0.44 0.75 1.21 1.89
RYN Li et al. (2020) 0.26 0.98 2.04 3.37 0.18 0.36 0.73 1.37 0.22 0.64 1.21 2.01
CUN Cui et al. (2021) 0.27 1.05 2.27 3.67 0.16 0.35 0.73 1.45 0.19 0.59 1.15 2.25
GDC Kim et al. (2021) 0.33 1.09 2.04 3.58 0.19 0.38 0.68 1.41 0.24 0.64 113 2.13
Ours 0.31 0.73 1.89 2,76 0.21 0.35 0.66 1.22 0.18 0.43 0.87 1.62

We report the RMSE values for different scale factors, where the best RMSE for each evaluation is in boldface, whereas the second best one is underlined.

TABLE 2 | Quantitative comparisons on “dolls,

moebius” and “reindeer” from the noise-free middlebury dataset in terms of RMSE values for different scaling factors.

Method Dolls Moebius Reindeer

x2 x4 x8 x16 x2 x4 x8 x16 x2 x4 x8 x16
Bicubic 0.78 1.21 1.78 2.57 0.93 1.40 2.05 2.95 1.52 2.51 3.92 5.72
TGV Ferstl et al. (2013) 117 1.42 2.05 4.44 1.47 2.03 2.58 3.50 2.41 2.67 4.29 8.80
RDGE Liu et al. (2016) 1.14 1.49 1.94 2.45 0.97 1.44 2.21 2.79 1.82 2.58 3.24 4.90
NLMR Park et al. (2014) 1.16 1.64 2.39 3.71 1.12 1.76 2.62 4.07 2.25 3.20 4.63 6.94
JID Kiechle et al. (2013) 0.70 0.92 1.26 1.74 0.64 0.89 1.27 2.13 0.90 1.41 2.12 4.64
PSR Huang et al. (2019) 0.58 0.91 1.31 1.88 0.52 0.86 1.21 1.87 0.59 1.11 1.80 3.1
MSG Hui et al. (2016) 0.46 0.72 0.99 1.59 0.36 0.68 1.14 2.07 0.94 1.33 1.72 2.99
MFR Zuo et al. (2019b) 0.60 0.89 1.22 1.74 0.42 0.72 1.10 1.73 0.65 1.23 2.06 3.74
PMBA Ye et al. (2020) 0.36 0.66 1.08 1.75 0.39 0.55 1.13 1.62 0.40 0.92 1.76 2.86
RDN Zuo et al. (2019a) 0.56 0.88 1.21 1.71 0.38 0.69 1.06 1.65 0.51 1.17 1.60 3.58
DSR Guo et al. (2018) 0.49 0.81 1.10 1.60 0.43 0.67 0.96 1.57 0.51 0.96 1.67 2.54
RYN Li et al. (2020) 0.27 0.59 0.97 1.37 0.24 0.50 0.81 1.37 0.24 0.74 141 222
CUN Cui et al. (2021) 0.22 0.61 0.97 1.43 0.20 0.48 0.77 1.31 0.24 0.82 1.561 2.38
GDC Kim et al. (2021) 0.28 0.63 0.97 1.44 0.23 0.49 0.79 1.37 0.28 0.84 1.51 2.43
Ours 0.25 0.50 0.90 1.49 0.27 0.46 0.76 1.31 0.21 0.43 1.19 1.84

We report the RMSE values for different scale factors, where the best RMSE for each evaluation is in boldface, whereas the second best one is underlined.

generated by the authors’ code or calculated directly from the
upsampled depth maps provided by the authors.

From Tables 1, 2 it can be seen that deep learning based
architectures for SR, such as Guo et al. (2018); Huang et al. (2019);
Hui et al. (2016); Zuo et al. (2019a,b); Zhao et al. (2021); Kim et al.
(2021); Li et al. (2020); Ye et al. (2020); Cui et al. (2021), have
obvious advantages compared with other methods. Moreover,
our proposed architecture, benefiting from our CTGM, achieves
the best performance on almost all scaling factors in terms of
RMSE values. This holds especially for large scaling factors, which
are difficult for most methods. The average RMSE values
obtained by our method on the whole test set are 0.48/1.04/
1.70 for scaling factors x4/x8/x16, respectively. Compared to the
second-best results, our results outperform them in terms of
average RMSE values with a gain of 0.15/0.14/0.25, respectively.
For a scale factor of x2, our method achieved similar average
RMSE as the second best method.

To further demonstrate the performance of our method, Figure 3
shows upsampled depth maps for different approaches on the “Art”
and “Reindeer” datasets and a scale factor of 8. Our results are
compared with bicubic interpolation as a baseline and 3 state-of-the-
art methods which are RDGR (Liu et al., 2016), MSG (Hui et al.,
2016), and DSR (Guo et al,, 2018). It is observed that our proposed
architecture can alleviate the blurring artifacts better and recover
more detailed HR depth boundaries than the competing methods.
Moreover, our approach can overcome the texture copying issue
apparent with other methods, as marked by a red arrow. The
evaluations suggest that our CTGM plays an important role in
the success of depth map SR.

4.3.2 Results on the Noisy Middlebury Dataset

To further test the robustness of our proposed method, we carry
additional experiments on the noisy Middlebury dataset. Depth
maps are often corrupted by random noise during the acquisition
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FIGURE 3| A visual quality comparison for depth map SR at a scale factor of 8 on the noise-free “art” and “Reindeer” datasets. (A) HR color and depth images, (B)
extracted ground truth patches, and upsampled patches by (C) Bicubic, (D) RDGE (Liu et al., 2016), (E) MSG (Hui et al., 2016), (F) DSR (Guo et al., 2018) (G) RDN (Zuo
et al., 2019a) (H) PMBA (Ye et al., 2020) (1) our proposed method (best viewed on the enlarged electronic version).

TABLE 3 | Quantitative comparisons on the noisy middlebury dataset in terms of RMSE values for scaling factors 4 and 8.

Method Art Books Laundry Dolls Moebius Reindeer
x8 x16 x8 x16 x8 x16 x8 x16 x8 x16 x8 x16
Bicubic 6.74 9.04 4.68 5.30 5.35 6.53 4.51 4.90 4.54 5.02 5.71 712
TGV Ferstl et al. (2013) 7.26 12.05 2.88 4.73 4.45 8.06 2.82 5.14 3.01 6.11 4.65 9.03
NLMR Park et al. (2014) 8.01 11.01 3.29 4.91 4.51 6.35 3.33 4.45 3.27 4.61 5.33 7.56
MSG Hui et al. (2016) 4.24 7.42 2.48 419 3.31 4.88 2.53 3.41 2.47 3.76 3.36 4.95
MFR Zuo et al. (2019b) 3.97 6.14 2.13 3.17 2.82 4.57 2.25 3.30 2.13 3.33 3.01 4.86
RDN Zuo et al. (2019a) 4.09 6.62 2.11 3.36 2.88 5.11 2.33 3.59 2.18 3.69 3.09 4.93
DSR Guo et al. (2018) 6.96 5.66 7.54 4.28 3.39 5.25
RYN Li et al. (2020) 3.47 1.88 2.47 1.97 1.87 2.68
GDC Kim et al. (2021) 3.31 4.77 1.69 2.46 2.20 3.36 1.89 2.59 172 2.68 257 3.44
Ours 3.26 4.72 1.61 2.96 1.63 3.47 1.64 2.16 1.63 2.24 1.79 3.59

we report the RMSE values for different scale factors, where the best RMSE for each evaluation is in boldface, whereas the second best one is underiined.

process. Thus we added random Gaussian noise with mean 0 and a
SD of 5 to our LR training data, similarly to Guo et al. (2018); Zuo
etal. (2019a,b). We retrained all our models and evaluated them on a
test set corrupted with the same Gaussian noise. We report the
RMSE values for the noisy case in Table 3.

It is observed that noise added to the LR depth maps significantly
affects the reconstructed HR depth maps across all methods.
However, our proposed architecture still manages to outperform
competing methods and generate clean and sharp reconstructions.

To further test our method’s robustness to noise, we added
Gaussian noise with a mean 0 and SD of 5 to the guidance HR
color images of our training and test data. This simulates a realistic
scenario in which data acquired by both the depth and intensity
sensors is corrupted with noise. We retrained our models and report
the obtained average RMSE values in Table 4.

Table 4 demonstrate our method’s insensitivity to noise
added to the color image. We observe that models evaluated
with noise in both LR depth and HR guidance image achieve

TABLE 4 | Average RMSE Values of Our Proposed architecture for Different
Scaling Factors on Various Datasets.

Middlebury dataset version x2 x4 x8 x16
Noise-Free 0.23 0.48 1.04 1.70
Depth Noise 1.05 1.37 1.92 3.19
Depth and Color Noise 1.17 1.69 2.08 3.41

very similar results to models evaluated with LR depth noise
alone, thus demonstrating the effectiveness of our
proposed CTGM.

4.3.3 Results on NYU Depth v2 Dataset

In this subsection, to demonstrate the generalization ability of our
proposed architecture, we carry out experiments on the
challenging NYU Depth v2 public benchmark dataset
(Silberman et al., 2012). The NYU Depth v2 dataset comprises

Frontiers in Signal Processing | www.frontiersin.org

60

March 2022 | Volume 2 | Article 847890



Ariav and Cohen

TABLE 5 | Quantitative comparisons on the NYU depth v2 dataset in terms of
average RMSE values for a scaling factor of 4.

Method Average RMSE on
NYU depth v2
dataset
Bicubic 2.36
ATGV-Net Riegler et al. (2016b) 1.28
MSG Hui et al. (2016) 1.31
RDN Zuo et al. (2019a) 1.21
DSR Guo et al. (2018) 1.34
RYN Li et al. (2020) 1.06
PMBA Ye et al. (2020) 1.06
Ours 0.95

we report the RMSE values for different scale factors, where the best RMSE for each
evaluation is in boldface, whereas the second best one is underlined.

TABLE 6 | Average inference time (seconds) for different scaling factors.

Method x2 x4 x8 x16
Bicubic 0.01 0.01 0.01 0.01
TGV Ferstl et al. (2013) 45.73 49.78 46.34 46.20
AR Yang et al. (2014) 158.01 157.73 157.95 158.77
RDGE Liu et al. (2016) 68.07 67.69 68.45 68.17
MSG Hui et al. (2016) 0.26 0.30 0.38 0.42
DSR Guo et al. (2018) 0.22 0.23 0.23 0.23
RYN Li et al. (2020) 0.46 0.63 0.72 0.88
Ours 0.15 0.38 0.48 0.53

1449 high-quality RGB-D image pairs of natural indoors scenes,
taken with a Microsoft Kinect camera. In this dataset, there are
unavoidable local structural misalignments between depth maps
and color images, which may affect the performance of guided SR
methods. We note that no RDB-D pair from the NYU Depth v2
dataset was included in the training data of our models.

In Table 5 we report the RMSE value averaged across all RGB-
D pairs in the NYU Depth v2 dataset for a scaling factor of x4,
where the best achieved RMSE is boldface. We compare our
results with Bicubic interpolation as a baseline and competing
guided SR methods; ATGV-Net (Riegler et al., 2016b), MSG (Hui
etal.,, 2016), DSR (Guo et al., 2018), RDN (Zuo et al., 2019a), RYN
(Li et al,, 2020) and PMBA (Ye et al, 2020). Our proposed
architecture achieves the lowest average RMSE, improving over
the second-best method by 0.11, demonstrating our proposed
method’s generalization ability and robustness.

4.3.4 Inference Time

To show the real-world applicability of our proposed method, we
compare the inference time of our proposed architecture to
competing approaches. Inference times were measured using the

Depth Map Super-Resolution

same setup described in 4.2 running on a 1320 x 1080 pixels image.
We report the average inference times in seconds in Table 6.

From Table 6 we conclude that deep learning based methods,
such as our proposed architecture as well as Hui et al. (2016); Li
et al. (2020); Guo et al. (2018), achieve significantly faster
inference times than traditional methods. Moreover, our
proposed method performs similarly to Hui et al. (2016); Guo
etal. (2018) and faster then Li et al. (2020) while achieving lower
RMSE values. In contrast, the speed of Yang et al. (2014); Liu et al.
(2016); Ferstl et al. (2013), which require multiple optimization
iterations to achieve good reconstructions, is slower, limiting their
practical applications. We also note that methods such as Liu et al.
(2016) and Guo et al. (2018) which upsample the LR depth as an
initial preprocess step exhibit very similar inference times across
different scaling factors.

4.4 Ablation Study

We carry out an ablation study to demonstrate the effectiveness
of each component in the proposed architecture. We conduct
the following experiments: (1) Our architecture without
intensity guidance and the CTGM denoted as “Depth-Only.”
(2) Our architecture with fewer RDBs in each RDG, i.e., G = 4,
denoted as “proposed (S).” (3) Our architecture without shifted
windows in the transformer block denoted as “proposed w/o
ws.” (4) Our architecture with absolute position embedding,
instead of relative position embedding in the CTGM module
denoted as “proposed - ape”. In these experiments, we use the
same network parameters with the settings as mentioned earlier.
We evaluate the performance using average RMSE on our
evaluation dataset at scaling factors 4, 8 and 16. As shown in
Table 7, we observe that: (1) As expected, our guided
architecture with CTGM performs better than a non-guided
version that operates on depth data alone. (2) Our architecture
with fewer RDBs still achieves competitive results. However, it is
inferior to our full architecture. This implies that the network’s
depth also plays a significant role in the success of SR
architectures. Our proposed architecture with long and short
skip connections and close guidance from the CTGM module
enables the effective training of such deep networks. (3) our
cascaded transformer with the shifted window partitioning
outperforms the counterpart built on a single-window
partitioning. The results indicate the effectiveness of using
shifted windows to build connections among windows in the
preceding layers. (4) Relative position bias improves over
absolute position bias, indicating the effectiveness of the
relative position bias. Although recent image classification
models Dosovitskiy et al. (2020) opted to abandon
translation invariance, using an inductive bias that

TABLE 7 | Quantitative comparisons of our ablation experiments. Reported results are average RMSE on the noise-free middlebury dataset for scaling factors 4, 8 and 16.

Depth-only Proposed (S) Proposed w/o ws Proposed - ape Proposed
x4 x8 x16 x4 x8 x16 x4 x16 x4 x8 x16 x4 x8 x16
0.55 1.30 2.67 0.57 1.57 2.90 0.51 2.29 0.51 1.38 2.51 0.48 1.04 1.70

we report the RMSE values for different scale factors, where the best RMSE for each evaluation is in boldface, whereas the second best one is underiined.

Frontiers in Signal Processing | www.frontiersin.org

March 2022 | Volume 2 | Article 847890

61



Ariav and Cohen

encourages certain translation invariance is still preferable for
dense prediction tasks such as SR. Moreover, we observe from
Table 7 that the advantages of our complete proposed
architecture are more prominent in larger scaling factors,
e.g., 8 and 16.

5 CONCLUSION

We have introduced a new method to address the problem of depth
map upsampling by using a cascaded transformer module for guided
depth SR. An LR depth map is progressively upsampled using
residual dilated blocks and a novel guidance module, based on
the cascaded transformer that operates on shifted window
partitioning of the image, scales the intermediate feature maps of
the network. Our proposed architecture achieves state-of-the-art
performance for super-resolving depth maps using such a design.

In future work, we intend to explore even more realistic noise
and artifacts in our test sets (e.g., missing depth values,
misregistration between RGB image and depth map, etc.).
Moreover, we will examine the proposed architecture on
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Abstract: Modern depth sensors are often characterized by low spatial resolution, which hinders
their use in real-world applications. However, the depth map in many scenarios is accompanied
by a corresponding high-resolution color image. In light of this, learning-based methods have been
extensively used for guided super-resolution of depth maps. A guided super-resolution scheme
uses a corresponding high-resolution color image to infer high-resolution depth maps from low-
resolution ones. Unfortunately, these methods still have texture copying problems due to improper
guidance from color images. Specifically, in most existing methods, guidance from the color image
is achieved by a naive concatenation of color and depth features. In this paper, we propose a fully
transformer-based network for depth map super-resolution. A cascaded transformer module extracts
deep features from a low-resolution depth. It incorporates a novel cross-attention mechanism to
seamlessly and continuously guide the color image into the depth upsampling process. Using
a window partitioning scheme, linear complexity in image resolution can be achieved, so it can
be applied to high-resolution images. The proposed method of guided depth super-resolution
outperforms other state-of-the-art methods through extensive experiments.

Keywords: super-resolution; deep learning; depth maps; attention; multimodal; transformers

1. Introduction

High-resolution (HR) depth information of a scene plays a significant part in many
applications, such as 3D reconstruction [1], driving assistance [2], and mobile robots.
Nowadays, depth sensors such as LIDAR or time-of-flight cameras are becoming more
widely used. However, they often suffer from low spatial resolution, which does not always
suffice for real-world applications. Thus, ongoing research has been done on reconstructing
a high-resolution depth map from a corresponding low-resolution (LR) counterpart in a
process termed depth super-resolution (DSR).

The LR depth map does not contain the fine details of the HR depth map, so recon-
structing the HR depth map can be challenging. Bicubic interpolation, for example, often
produces blurry depth maps when upsampling the LR depth, which limits the ability to,
e.g., separate between different objects in the scene.

In recent years, many learning-based approaches based on elaborate convolutional neu-
ral network (CNN) architectures for DSR were proposed [3-7]. These methods surpassed
the more classic approaches such as filter-based methods [8,9], and energy minimization-

Copyright: © 2023 by the authors.
Licensee MDPI, Basel, Switzerland.

based methods [10-12] in terms of computation speed and the quality of the reconstructed
HR information. Although CNN-based methods improved the performance significantly
compared with traditional methods, they still suffer from several drawbacks. To begin
with, feature maps derived from a convolution layer have a limited receptive field, making
long-range dependency modeling difficult. Second, a kernel in a convolution layer operates
similarly on all parts of the input, making it content-independent and likely not the optimal
choice. In contrast to CNN, transformers [13] have recently shown promising results in
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several vision-related tasks due to their use of attention. The attention mechanism enables
the transformer to operate in a content-dependent manner, where each input part is treated
differently according to the task.

LR depth information is often accompanied by HR color or intensity images in real-life
situations. Thus, numerous methods proposed to use this HR image to guide the DSR
process [3,4,7,14-23] since the HR image might provide some additional information that
does not exist in the LR depth image, e.g., the edges of a color image can be used to identify
discontinuities in a reconstructed HR depth image. However, one major limitation, termed
texture-copying, still exists in these guided DSR methods. Texture copying may occur when
intensity edges do not correspond to depth discontinuities in-depth maps, for example,
a flat and highly textured surface. Consequently, the reconstruction of HR depth is then
degraded due to the over-transfer of texture information.

This paper proposes a novel, fully transformer-based architecture for guided DSR.
Specifically, the proposed architecture consists of three modules: shallow feature extraction,
deep feature extraction and fusion, and an upsampling module. In this paper, we term the
feature extraction and fusion module the cross-attention guidance module (CAGM). The
shallow feature extraction module uses convolutional layers to extract shallow features
from LR depth and HR color images, which are directly fed to the CAGM to preserve low-
frequency information. Next, several transformer blocks are stacked to form the CAGM,
each operating in non-overlapping windows from the previous block. Guidance from the
color image is introduced via a cross-attention mechanism. In this manner, guidance from
the HR color image is seamlessly integrated into the deep feature extraction process. This
enables the network to focus on salient and meaningful features and enhance the edge
structures in the depth features while suppressing textures in the color features. Moreover,
contrary to CNN-based methods, which can only use local information, transformer blocks
can exploit the input image’s local and global information. This allows learning of structure
and content from a wide receptive field, which is beneficial for SR tasks [24]. As a final
step, shallow and deep features are fused in the upsampling module to reconstruct HR
depth. Section 4 shows that the proposed architecture provides better visual results with
sharper boundaries and better root mean square error (RMSE) values than competing
guided DSR approaches. We also show how the proposed architecture helps to mitigate the
texture-copying problem of guided DSR. The proposed architecture is shown in Figure 1.

Color Feature Guidance (CFG)

Upsampling
Module

©
<
G
>
c

Transformer
Layer
Transformer
Layer

conv 3X3
conv 3X3

PixelShuffle

CATB

CATB

CATB
[ J
L ]
L ]

conv 3X3 ‘

conv 3X3

® Element-Wise Product

@ Element-Wise Sum

@ Sigmoid Function

@ Dot Product

Figure 1. The proposed FCTN architecture for guided depth SR with a 2 x upsampling factor.

Our main contributions are as follows: (1) We introduce a transformer-based architec-
ture with a novel guidance mechanism that leverages cross-attention to seamlessly integrate
guidance features from a color image to the DSR process. (2) Linear memory constraints
make the proposed architecture applicable even for large inputs. (3) This architecture is not
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limited to a fixed input size, so it can be applied to a variety of real-world problems. (4)
Our system achieves state-of-the-art results on several depth-upsampling benchmarks.

The remainder of this paper is organized as follows. A summary of related work is
presented in Section 2. We describe our architecture for guided DSR in Section 3. Section 4
reports the results of extensive experiments conducted on several popular DSR datasets.
Additionally, an ablation study is conducted. We conclude and discuss future research
directions in Section 5.

2. Related Work
2.1. Guided Depth Map Super-Resolution

A number of methods for reconstructing the HR depth map only from LR depth have
been proposed in earlier works for single depth map SR. ATGV-Net was proposed by [5]
combining a deep CNN in tandem with a variational method designed to facilitate the
recovery of the HR depth map. Reference [25] modeled the mapping between HR and LR
depth maps by utilizing densely connected layers coupled with a residual learning model.
Auxiliary losses were tabulated at various scales to improve training.

However, it is pertinent to note that in most real-life scenarios, the LR depth image is
coupled with a HR intensity image. Recently, several methods have been proposed to im-
prove depth image quality, relying on the HR intensity image to guide the upsampling pro-
cess. We group these methods under four sub-categories: filtering-based methods [26-28],
global optimization-based methods [10-12,16,29-34], sparse representation-based meth-
ods [14,15], and deep learning-based methods [3,4,7,17-23,35—40], which are the focus of
this paper.

Notable amongst the more classical works are [10], which formulated the upsampling
of depth as a convex optimization problem. The upsampling process was guided by a
HR intensity image. A bimodal co-sparse analysis was presented in [14] to describe the
interdependency of the registered intensity and depth information. Reference [15] proposed
a multi-scale dictionary as a method for depth map refinement, where local patches were
represented in both depth and color via a combination of select basis functions.

Deep learning methods for SR of depth images have gained increasing attention due
to recent success in SR of color images. A fully convolutional network was proposed in [35]
to estimate the HR depth. To optimize the final result, this HR estimation was fed into
a non-local variational model. Reference [4] proposed an “MSG-Net”, in which both LR
(depth) and HR (color) features are combined within the high-frequency domain using a
multi-scale fusion strategy. Reference [3] proposed extracting hierarchical features from
depth and color images by building a multi-scale input pyramid. The hierarchical features
are further concatenated to facilitate feature fusion, whilst the residual map between the
reconstructed and ground truth HR depth is learned with a U-Net architecture. Refer-
ence [37] proposed another multi-scale network in which the LR depth map upsampling,
guided by the HR color image, was performed in stages. Global and local residual learning
is applied within each scale. Reference [17] proposed a cosine transform network in which
features from both depth and color images were extracted using a semi-coupled feature
extraction module. To improve depth upsampling, edges were highlighted by an edge at-
tention mechanism operating on color features. Reference [19] proposed to use deformable
convolutions [41] for the upsampling of depth maps, using the features of the HR guidance
image to determine the spatial offsets. Reference [42] also applied deformable convolutions
to enhance depth features by learning the corresponding feature of the high-resolution color
image. An adaptive feature fusion module was used to fuse different level features adap-
tively. A network based on residual channel attention blocks was proposed in [20], where
feature fusion blocks based on spatial attention were utilized to suppress texture-copying.
Reference [21] proposed a progressive multi-branch aggregation design that gradually
restores the degraded depth map. Reference [22] proposed separate branches for HR color
image and LR depth map. A dual-skip connection structure, together with a multi-scale
fusion strategy, allowed for more effective features to be learned. Reference [39] used a
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transformer module to learn the useful content and structure information from the depth
maps and the corresponding color images, respectively. Then, a multi-scale fusion strategy
was used to improve the efficiency of color-depth fusion. Reference [43] proposed explicitly
incorporating the depth gradient features in the DSR process. Reference [44] proposed
PDR-Net, which incorporates an adaptive feature recombination module to adaptively
recombine features from a HR color guidance image with features from the LR depth. Then,
a multi-scale feature fusion module is used to fuse the recombined features using multi-
scale feature distillation and joint attention mechanism. Finally, Reference [23] presented
an upsampling method that incorporates the intensity image’s high-resolution structural
information into a multi-scale residual deep network via a cascaded transformer module.

However, the methods above mostly fuse the guidance features with the depth features
using mere concatenation. Moreover, most of these methods rely on CNN for feature
extraction, which operates on a limited receptive field and lacks the expressive power of
transformers. At the same time, we propose using a CAGM module, which leverages
transformers to fuse and extract meaningful features from HR color and LR depth images,
resulting in superior results, as shown in Section 4.

2.2. Vision Transformers

Transformers [13] have gained great success across multiple domains recently. Con-
tributing to this success was their inherent attention mechanism, which enables them to
learn the long-range dependencies in the data. This success led many researchers to adopt
transformers to computer vision tasks, where they have recently demonstrated promis-
ing results, specifically in image classification [45-47], segmentation [47,48], and object
detection [49,50].

To allow transformers to handle 2D images, an input image I € is first
divided into non-overlapping patches of size (P, P). Each patch is flattened and projected
to a d-dimensional vector via a trainable linear projection, forming the patch embeddings
X € RN*@ where H, W are the height and width of the image, respectively, C is the number
of channels, and N = H x W/ P? is the total number of patches. Finally, N is the effective
input sequence length for the transformer encoder. Patch embeddings are enhanced with
position embeddings to retain 2D image positional information.

In [13], a vanilla vision transformer encoder is constructed by stacking blocks of multi-
head self-attention (MSA) and MLP layers. A residual connection is applied after every block,
and layer normalization (LN) before every block. Given a sequence of embeddings X € RN*4
with dimension d as input, a MSA block produces an output sequence X € RN*? via

RHXWXC

Q =XWg,K =XWg,V =XWy
A = Softmax(QK”/v/d) 1)
X = AV

where W , Wi , and Wy, are learnable matrices of size d x d that project the sequence X
into keys, queries, and values, respectively. X is a linear combination of all the values in V
weighted by the attention matrix A. In turn, A is calculated from similarities between the
keys and query vectors.

Transformers derive their modeling capabilities from computing self-attention A and
X. Since self-attention has a quadratic cost in time and space, it cannot be applied directly
to images as N quickly becomes unmanageable. As a result of this inherent limitation,
modality-aware sequence length restrictions have been applied to preserve the model’s
performance while restricting sequence length. Reference [45] showed that a transformer
architecture could be directly applied to medium-sized image patches for different vision
tasks. The aforementioned memory constraints are mitigated by this local self-attention.

Although the above self-attention module can effectively exploit intra-modality rela-
tionships in the input image, in a multi-modality setting, the inter-modality relationships,
e.g., the relationships between different modalities, also need to be explored. Thus, a

69



Sensors 2023, 23,2723

50f17

cross-attention mechanism was introduced in which attention masks from one modality
highlight the extracted features in another. Contrary to self-similarity, wherein query, key,
and value are based on similarities within the same feature array, in cross-attention, keys,
and values are calculated from features extracted from one modality, while queries are
calculated from the other. Formally, a MSA block using cross-attention is given by

Q = XWg,K = XWg,V = XWy )

where X is the input sequence of one modality and X is the input sequence of the second
modality. The calculation of attention matrix A and output sequence X remains the same.

3. Proposed Method
3.1. Formulation

A guided DSR method aims to establish the nonlinear relation between corresponding
LR and HR depth maps. The process of establishing this nonlinear relation is guided by a
HR color image. We denote the LR depth map as Dig € R/$*W/s and the HR guidance
color image as Iyg € R, where s is a given scaling factor. The corresponding HR depth
map Dyr € R"*W can be found from:

Dyr = F(Drr, Ing; 0) 3)

where F represents mapping learned by the proposed architecture, and 6 represents the
parameters of the learned network. Although the scaling factor s is usually an exponent of
2,e.g., 5 =2,4,8,16, our upsampling module can perform upsampling for other scaling
factors as well, making this architecture flexible enough for real applications.

3.2. Overall Network Architecture

Throughout the remainder of this paper, we denote the proposed architecture as the
fully cross-attention transformer network (FCTN). As shown in Figure 1, the proposed
architecture consists of three parts: a shallow feature extraction module, a deep feature
extraction and guidance module called the cross-attention guidance module (CAGM), and
an upsampling module. The CAGM extracts features from the LR depth image and guides
the HR intensity image simultaneously.

Before we elaborate on the structure of each module, some significant challenges in
leveraging transformers’ performance for visual tasks, specifically SR, need to be addressed.
First, in real-life scenarios, images can vary considerably in scale. Transformer-based
models, however, work only with tokens of a fixed size. Furthermore, to maintain HR
information, SR methods avoid downscaling the input as much as possible. Processing HR
inputs of this magnitude would be unfeasible for vanilla transformers due to computational
complexity as described in Section 2.2.

3.2.1. Shallow Feature Extraction Module

The proposed shallow feature extraction module extracts essential features to be fed to
the CAGM. Shallow features are extracted from LR depth and HR color images via a single
convolution layer with a kernel size of 3 x 3, followed by an activation function of a rectified
linear unit (ReLU). In the experiments, we did not notice any noticeable improvement
by using more than a single layer for shallow feature extraction. For shallow feature
extraction, incorporating a convolution layer leads to more stable optimization and better
results [51-53]. Moreover, the input space can also be mapped to a higher-dimensional
feature space d easily.

Specifically, the shallow feature extraction module can be formulated as

Iy = 0(Conv(IxR)) 4)
Dy = o(Conv3(DrR)) ®)
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where ¢ is a ReLU activation function and Convs(-) is a 3 x 3 kernel.

3.2.2. Deep Feature Extraction and Guidance Module

While shallow features primarily contain low frequencies, deep features recover lost
high frequencies. We propose a stacked transformer module that extracts deep features
from the LR depth image based on the work of [47]. Self(cross)-attention is computed locally
within non-overlapping windows, with complexity linear with image size. Working with
large and variable-sized inputs is made feasible due to the aforementioned linear complexity.
In addition, we shift the windows partitioning into consecutive layers. Overlapping of the
shifted and preceding layer windows causes neighboring patches to gradually merge, and
thus modeling power is significantly enhanced. Overall, the transformer-based module can
efficiently extract and encode distant dependencies needed for dense tasks such as SR.

In addition, motivated by [54], we employ global and local skip connections. By
using long skip connections, low-frequency information can be transmitted directly to the
upsampling module, helping the CAGM focus on high-frequency information and stabilize
training [51]. Furthermore, it allows the aggregation of features from different blocks by
using such identity-based connections.

Besides deep feature extraction, a practical guidance module is also required to en-
hance the deep features extracted from LR depth and exploit the inter-modality information
from the available HR color image. Traditionally, CNN-based methods extract features
from the color image and concatenate them with features extracted from the depth image
in a separate branch to obtain guidance from the color image. All features handled via this
guidance scheme are treated equally in both the spatial and channel domains. Furthermore,
CNN-derived feature maps have a limited receptive field, affecting guidance quality. In
comparison, we propose providing guidance from the HR color image by incorporating a
cross-attention mechanism to the aforementioned feature extraction transformer module.
Cross-attention is a novel and intuitive fusion method in which attention masks from one
modality highlight the extracted features in another. In this manner, both the inter-modality
and intra-modality relationships are learned and optimized in a unified model. Thus, in
the proposed CAGM, the feature extraction process from the LR depth and guidance from
the HR image are seamlessly integrated into a single branch. Guidance from the HR image
is injected into every block in the feature extraction module, providing multi-stage guid-
ance. In particular, guidance provided to the lower-level features passed through the long
skip connections ensures that high-resolution information is preserved and passed to the
upsampling module. Lastly, by incorporating the guidance in the form of cross-attention,
long-range dependencies between the LR depth patches and the guidance image patches
can be exploited for better feature extraction.

To exploit the HR information further, we feed the HR intensity image to a second
cascaded transformer module termed color feature guidance (CFG) to extract even more
valuable HR information. The CFG is based on self-attention only and aims to encode
distant dependencies in the HR image. These features are then used to scale the features
extracted from the CAGM by element-wise multiplication before feeding them to the
upsampling module.

We note that contrary to common practice in vision tasks, no downsampling of the
input is done throughout the network. This way, our architecture preserves as much
high-resolution information as possible, albeit at a higher computational cost.

Formally, given Iy and Dy, provided by the shallow feature extraction module as input,
the CAGM applies K cross-attention transformer blocks (CATB). Every CATB is constructed
from L cross-attention transformer layers (CATL), and a convolutional layer and residual
skip connection are inserted at the end of every such block. Finally, a 3 x 3 convolutional
layer is applied to the output of the last CATB. This last convolutional layer improves
the later aggregation of shallow and deep features by bringing the inductive bias of the
convolution operation into the transformer-based network. Furthermore, the translational
equivariance of the network is enhanced. In addition, Iy is fed to the CFG comprised of i
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transformer layers with self-attention. The CFG output is scaled to [0, 1] using a sigmoid
function and then used to scale the CAGM output before the upsampling module
The CFG module is formulated as

=1L, i=1...L (6)
Fcrg = COI‘IV3(it) + Iy (7)

where Iy = Iy and TL stands for a vanilla transformer layer with self-attention. Finally, the
entire CAGM can be formulated as

(I;, D;) = CATB;(I;_1,D;1), i=1...K (8)
Fcagm = Conv3(CATBy) ® 0 (Fcrg) + Do ©)

where ® is element-wise multiplication, Convs(+) is a convolution layer with a 3 x 3 kernel
and & is a sigmoid function.

3.2.3. Cross-Attention Transformer Layer

The proposed cross-attention transformer layer (CATL) is modified from the standard
MSA block presented in [13]. The two significant differences are; First, we use a cross-
attention mechanism instead of self-attention. We demonstrate the effectiveness of using a
cross-attention mechanism in Section 4.4. Second, cross-attention is computed locally for
each window, ensuring linear complexity with image size, which makes it feasible for large
inputs to be handled, as is often the case in SR.

Given as input feature map F € RAXWxd
we first construct Fyin € RAW/M?xM?xd by partitioning F into M X M non-overlapping
windows. Zero padding is applied during the partitioning process if necessary. Similarly
to [55], relative position embeddings are added to Fy;n so that positional information can
be retained. In a similar manner, the process is performed for both color and depth feature
maps; we refer to this joint embedding as Z9 and Z? for the color and depth, respectively.

In each CATL, the MSA module is replaced with a windows-based cross-attention
MSA (MSA.,), while the other layers remain unchanged. By applying Equation (2) locally
within each M x M window, we avoid global attention computations. Moreover, keys and
values are calculated from the depth feature map, while the queries are calculated from the
color feature map. Specifically, as illustrated in Figure 2b, our modified CATL consists of
MSA., followed by a 2-layer MLP with GELU nonlinearity. Every MLP and MSA., module
is preceded by an LN layer, and each module is followed by a residual connection.

extracted from either color or depth images,

Cross-Attention MSA

|

t

CATL
CATL

conv 3X3
LayerNorm

LayerNorm
v
MLP

CATL
‘ conv 3X3 ‘
o
LayerNorm

(2)

(b)

Figure 2. (a) Cross-Attention Transformer Block. (b) Cross-Attention Transformer Layer.

To enable cross-window connections in consecutive layers, regular and shifted window
partitionings are used alternately. In shifted window partitioning, features are shifted by
M /2, M /2 pixels. Finally, the CATL can be formalized as
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Z = MSA.(LN(2Y,2%)) + 29 (10)
Z = MLP(LN(Z')) + 2! (11)

where Z and Z denote the output features of the MSA., and MLP modules, respectively.

3.2.4. Upsampling Module

The upsampling module operates on the CAGM output, scaled via the CFG module,
as elaborated in Section 3.2.2. It aims to recover high-frequency details and reconstruct
the HR depth successfully. The CAGM output is first passed through a convolution layer
followed by a ReLU activation function to aggregate shallow and deep features from the
CAGM. Then, we use a pixel shuffle module [56] to upsample the feature map to the HR
resolution. Each pixel shuffle module can perform upsampling by a factor of two or three,
and we concatenate such modules according to the desired scaling factor. Finally, the
upsampled feature maps are passed through another convolution layer that outputs the
reconstructed depth. The parameters of the entire upsampling module are learned in the
training process to improve model representation.

Formally, given the output of the CAGM module Fcagm € , where s is the
scaling factor, the upsampling module performs an upsampling by a factor s to reconstruct
Dyr € REXW. The upsampling process for a given s can be formulated as follows:

RH/SXW/S

Fyso = Convs(Fcacm)
Fys,; = PixellShuffle;(Fys;_1), i=1...log,(s) (12)

Dyr = Convs(Fys;) -

where Convj(+) is a convolution layer with a 3 x 3 kernel. More implementation details
are given in Section 4.1.

4. Experiments
4.1. Training Details

We constructed train and test data similarly to [3,4,23,25] using 92 pairs of depth
and color images from the MPI Sintel depth dataset [57] and the Middlebury depth
dataset [58-60]. The training and validation pairs used in this study are similar to the
ones used in [4,23]. We refer the reader to [57,58] for further information on the data
included in the aforementioned datasets.

During training, we randomly extracted patches from the full-resolution images and
used these as input to the network. We used an LR patch size of 96 x 96 pixels to reduce
memory requirements and computation time since using larger patches had no significant
impact on training accuracy. Consequently, we used HR patches of 192 x 192 and 384 x 384
for upsampling factors of 2 and 4, respectively. Given that some full-scale images had a full
resolution of < 400, we used LR patch sizes of 48 x 48 and 24 x 24 for upsampling factors 8
and 16, respectively. In order to generate the LR patches, each HR patch was downsampled
with bicubic interpolation. As an augmentation method, we used a random horizontal flip
while training.

4.2. Implementation Details

We construct the CAGM module in the proposed architecture by stacking K = 6
CATBs. Each CATB is constructed from L = 6 CATL modules as described in Section 3.2.2.
These values for K and L provided the best performance to network size trade-off in the
experiments, and Section 4.4, we report results with other configurations. All convolution
layers have a stride of one with zero padding, so the features’ size remains fixed. Through-
out the network, in convolution and transformer blocks, we use a feature (embedding)
dimension size of d = 64. We output depth values from the final convolution layer, which
has only one filter. For window partitioning in the CATL, we use M = 12, and each MSA
module has six attention heads.
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We used the PyTorch framework [61] to train a dedicated network for each upsampling
factor s € 2,4,8,16. Each network was trained for 3 x 10° iterations and optimized using
the £1 loss and the ADAM optimizer [62] with f; = 0.9, f = 0.999 and € = 10-8. We
used a learning rate of 10~#, dividing the learning rate by 2 for every 1 x 10° iteration. All
the models were trained on a PC with an i9-10940x CPU, 128GB RAM, and two Quadro
RTX6000 GPUs.

4.3. Results

This section provides quantitative and qualitative evaluations of the proposed archi-
tecture for guided DSR. Our proposed architecture was evaluated on both the noise-free
and the noisy Middlebury datasets. Further, we conduct experiments on the NYU Depth v2
dataset in order to demonstrate the generalization capabilities of the proposed architecture.
We compare the results to other state-of-the-art methods, including global optimization-
based methods [10,32], a sparse representation-based method [14], and mainly state-of-the-
art deep learning-based methods [3,4,7,17,19-23,25,37,39,43,44]. We also report the results
of naive bicubic interpolation as a baseline.

4.3.1. Noise-Free Middlebury Dataset

The Middlebury dataset provides high-quality depth and color image pairs from
several challenging scenes. First, we evaluate the different methods for the noise-free
Middlebury RGB-D datasets for different scaling factors. In Table 1, we report the obtained
RMSE values. Boldface indicates the best RMSE for each evaluation, while the underline
indicates the second best. In Table 1, all results are calculated from upsampled depth maps
provided by the authors or generated by their code.

Clearly, from Table 1 we conclude that deep learning-based methods [3,4,7,17,19-23,25,37]
outperform the more classic methods for DSR. In terms of RMSE values, the proposed
architecture provides the best performance across almost all scaling factors. For large
scaling factors, e.g., 8,16, which are difficult for most methods, our method provides
good reconstruction with the lowest RMSE error across all datasets. For scaling factors
x4/x8/x16, our method obtained 0.48/0.99/1.55 as the average RMSE for the entire test
set, respectively. Our results outperform the second-best results in terms of average RMSE
values by 0.01/0.09/0.16, respectively.

In Figures 3 and 4, we provide upsampled depth maps on the “Art” and “Moebius’
datasets and a scale factor of 8 for qualitative evaluation. Upsampled depth maps are gener-
ated from 5 state-of-the-art methods, which are MSG [4], DSR [3], RDGE [32], RDN [7] and
CTG [23]. We also provide bicubic interpolation as a baseline for comparison. Compared
with competing methods, the proposed architecture provides more detailed HR depth
boundaries. Additionally, our approach mitigates the texture-copying effect evident in
some other methods, as shown by the red arrow. A significant factor contributing to
these results is the attention mechanism built into the transformer model. This atten-
tion mechanism transfers HR information from the guidance image to the upsampling
process in a sophisticated manner. Moreover, the transformer’s ability to consider both
local and global information is key to improved performance at large scaling factors.
Finally, these evaluations indicate that our CAGM contributes significantly to the success
of depth map SR and enables accurate reconstruction even in complex scenarios with
various degradations.

7
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Table 1. An analysis of RMSE Values for different scaling factors on the noise-free Middlebury dataset.
Boldface indicates the best RMSE for each evaluation, while the underline indicates the second best.

Art Books Laundry Dolls Moebius Reindeer
Method

x4 x8 x16 x4 x8 x16 x4 x8 x16 x4 x8 x16 x4 x8 x16 x4 x8 x16
Bicubic 3.88 560 858 156 224 336 211 3.10 447 121 178 257 140 205 295 251 392 572
TGV [10] 406 508 761 221 247 354 220 392 6.75 142 2.05 444 2.03 258 350 267 429 8.80
JID [14] 192 276 574 071 1.01 193 110 183 362 092 126 174 089 127 213 141 212 4.64
RDGE [32] 326 431 678 153 218 292 2.06 2.87 422 149 194 245 144 221 279 258 324 490
MSG [4] 149 279 595 066 1.09 187 1.02 135 203 072 099 159 068 1.14 207 133 172 299
DSR [3] 121 223 395 060 089 151 075 121 1.89 081 1.10 1.60 067 096 157 096 157 2.54
PSR [25] 159 257 483 083 119 170 092 152 297 091 131 188 086 121 1.87 1.11 1.80 3.11
MER [37] 154 271 435 063 105 178 111 175 3.01 089 122 174 072 110 1.73 123 2.06 3.74
RDN [7] 147 260 416 062 1.00 1.68 096 163 28 088 121 171 069 1.06 1.65 117 1.60 3.58
PMBA [21] 119 247 437 053 110 151 080 154 272 066 1.08 175 055 1.13 1.62 092 176 2.86
RYN [20] 098 204 337 036 073 137 064 121 201 059 097 137 050 081 137 074 141 222
CUN [22] 1.05 227 367 035 073 145 059 115 225 061 097 143 048 0.77 131 0.82 151 2.38
GDC [19] 1.09 2.04 358 038 0.68 141 064 113 213 063 097 144 049 079 137 0.84 151 243

TDTN [39] 124 245 - 048 08 - 068 129 - 076 115 - 061 091 - 095 175 -
MIG [43] 146 274 426 058 095 167 093 157 285 087 121 175 066 1.04 166 117 211 3.81
PDR [44] 159 257 483 083 119 170 092 152 297 091 131 188 086 121 1.87 1.11 1.80 3.11
CTG [23] 0.73 1.89 276 0.35 0.66 1.22 0.43 0.87 1.62 050 090 149 046 0.76 131 043 1.19 1.84

FCTN (Proposed) 0.71 171 256 034 0.68 112 047 079 143 045 081 140 046 0.68 118 047 1.12 1.64

\N

(f) (e) (h) (i) )]

Figure 3. A visual quality comparison for depth map SR at a scale factor of 8 on the noise-free “art”
dataset. (a) HR depth image, (f) HR color image, (b) extracted ground truth patch (marked by a red
square), and upsampled patches by (c) Bicubic, (d) MSG [4], (e) DSR [3], (g) RDGE [32], (h) RDN [7],
(i) CTG [23], (j) the proposed FCTN method (best viewed on the enlarged electronic version).
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(g)

Figure 4. A visual quality comparison for depth map SR at a scale factor of 8 on the noise-free

“Moebius” dataset. (a) HR depth image, (f) HR color image, (b) extracted ground truth patch (marked
by a red square, and upsampled patches by (c) Bicubic, (d) MSG [4], (e) DSR [3], (g) RDGE [32], (h)
RDN [7], (i) CTG [23], (j) the proposed FCTN method (best viewed on the enlarged electronic version).

4.3.2. Noisy Middlebury Dataset

We further demonstrate the robustness of the proposed architecture on the noisy
Middlebury dataset. We added Gaussian noise to the LR training data, simulating the case
where depth maps are corrupted during acquisition, in the same way as [3,7,23,37]. All the
models were retrained and evaluated on a test set corrupted with the same Gaussian noise.

For the noisy dataset, we report the RMSE values in Table 2.

Table 2. An analysis of RMSE values for different scaling factors on the noisy Middlebury dataset.

Boldface indicates the best RMSE for each evaluation, while the underline indicates the second best.

Art Books Laundry Dolls Moebius Reindeer
Method

x8 x16 x8 x16 x8 x16 x8 x16 x8 x16 x8 x16
Bicubic 6.74 9.04 4.68 5.30 5.35 6.53 451 4.90 4.54 5.02 5.71 7.12
TGV [10] 726 1205 288 473 4.45 8.06 2.82 5.14 3.01 6.11 4.65 9.03
MSG [4] 4.24 7.42 2.48 419 3.31 4.88 2.53 341 2.47 3.76 3.36 4.95
MER [37] 3.97 6.14 2.13 3.17 2.82 457 2.25 3.30 2.13 3.33 3.01 4.86
RDN [7] 4.09 6.62 2.11 3.36 2.88 511 2.33 3.59 2.18 3.69 3.09 493
DSR [3] - 6.96 - 5.66 - 7.54 - 4.28 - 3.39 - 5.25

RYN [20] 3.47 - 1.88 - 2.47 - 1.97 - 1.87 - 2.68 -
GDC [19] 3.31 4.77 1.69 2.46 2.20 3.36 1.89 2.59 1.72 2.68 2.57 3.44

JIIF [40] 3.87 7.14 1.75 2.47 - - - - 2.03 3.18 - -
MIG [43] 3.95 6.15 2.10 3.17 3.00 4.88 2.21 3.51 2.12 3.51 3.04 497
CTG [23] 3.26 4.72 161 2.96 1.63 3.47 1.64 2.16 1.63 224 1.79 3.59
FCTN (Proposed) 3.01 4.55 1.54 2.66 1.61 3.15 1.59 2.32 1.27 2.09 1.81 3.17

Our first observation is that noise added to the LR depth maps significantly affects the
reconstructed HR depth maps regardless of the method or scaling factor used. However,
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the proposed architecture still generates clean and sharp reconstructions and outperforms
competing methods in terms of RMSE.

An even more realistic scenario is that data acquired by both the depth and color
sensors are corrupted by noise. Our method was further tested by adding Gaussian noise
with a mean of 0 and a standard deviation of 5 to the HR guidance images. This was done
both in training and in testing. We again retrained the models and report the obtained
average RMSE values in Table 3. In Table 3, we observe that the added noise in the HR
guidance image did not significantly affect the performance of our method, compared to
only adding noise to LR depth. According to our results, the proposed CAGM is somewhat
insensitive to noise added to the guidance image.

Table 3. An Analysis of the average RMSE values for different noise schemes.

Middlebury Dataset Version x4 x8 x16
Noise-Free 0.48 0.99 1.55

Depth Noise 1.17 1.80 2.99

Depth and Color Noise 1.35 2.01 3.19

4.3.3. NYU Depth v2 Dataset

In this section, the proposed architecture is tested on the challenging public NYU
Depth v2 [63] dataset as a means of demonstrating its generalization ability. There are
1449 high-quality RGB-D images of natural indoor scenes in this dataset, with apparent
misalignments between depth maps and color images. We note that data from NYU Depth
v2 are very different from the Middlebury Dataset and were not included in the training
data of our models.

We report the average RMSE value across the entire dataset in Table 4. Boldface
indicates the best RMSE value. As a baseline, we report the results of Bicubic interpolation
as well as the results of competing guided SR approaches; ATGV-Net [5], MSG [4], DSR [3],
RDN [7], RYN [20], PMBA [21], DEAF [42], JIIF [40], DCT [17], and CTG [23]. The proposed
architecture achieves the lowest average RMSE, demonstrating the proposed method’s
generalization ability and robustness.

Table 4. Quantitative comparisons of the ablation experiments. Reported results are average RMSE
on the noise-free Middlebury dataset for scaling factors 4, 8, and 16. Boldface indicates the best RMSE
for each evaluation, while the underline indicates the second best.

Method Average RMSE on NYU Depth v2 Dataset
Bicubic 2.36
ATGV-Net [5] 1.28
MSG [4] 131
RDN [7] 121
DSR [3] 1.34
RYN [20] 1.06
PMBA [21] 1.06
DEAF [42] 1.12
JIIF [40] 1.37
DCT [17] 1.59
CTG [23] 0.95
FCTN (Proposed) 0.91

4.3.4. Inference Time

For a DSR method to applyto real-world applications, it is often required to work
in a close-to-real-time performance. Thus, we report the inference time of the proposed
architecture compared to other competing approaches. Inference times were measured
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using an image of size 1320 x 1080 pixels and the setup described in Section 4.2. We report
our results in milliseconds in Table 5

Table 5 shows that compared to traditional methods, the proposed architecture, as well
as other deep learning-based methods, provide significantly faster inference times. Moreover,
the proposed method is comparable to competing methods and achieves lower RMSE values.
In contrast, References [10,12,32] require multiple optimization iterations to obtain accurate
reconstructions, leading to slower inference times. Some methods, such as [3,32], upsample the
LR depth as an initial preprocessing step before the image is fed to the model. As a result, they
show very similar inference times regardless of the scaling factor.

Table 5. Average inference times (milliseconds) for different scaling factors.

Method x2 x4 x8 x16
Bicubic 10 10 10 10

TGV [10] 45,730 49,780 46,340 46,200

AR [12] 158,010 157,730 157,950 158,770

RDGE [32] 68,070 67,690 68,450 68,170
MSG [4] 260 300 380 420
DSR [3] 220 230 230 230
RYN [20] 460 630 720 880
CTG [23] 150 380 480 530
FCTN (Proposed) [23] 140 304 420 490

4.4. Ablation Study

In the ablation study, we test the effects of the CATB number in the CAGM and
CATL number in each CATB on model performance. Results are shown in Figure 5a,b,
respectively. It is observed that the RMSE of the reconstructed depth is positively correlated
with both hyperparameters until it becomes eventually saturated. As we increase either
hyperparameter, model size becomes increasingly prominent, and training\inference time
and memory requirements are negatively impacted. Thus, to balance the performance
and model size, we choose 6 for both hyperparameters as described in Section 4.2. CATL
numbers were evaluated with a configuration of K = 6 CATBs.

1.4 A

1.3 A

1.2

average RMSE for scale factor 8

1.0

1354

1.30 4

1254

1.20 4

1154

110 4

1.05 4

average RMSE for scale factor 8

1.00 +

0.95 4

T T T T T T T T T T T T T T T T T T
5 6 7 8 9 10 11 1 2 3 a4 5 6 7 8 9 10 11
CATB number CATL number

(a) (b)

Figure 5. Ablation study on different configurations of the proposed CAGM. Results are the average
RMSE on the noise-free Middlebury dataset for scaling factor 8. (a) The effect of the CATB number in
the CAGM, and (b) the effect of CATL number in each CATB.

The impact of each component in our design is evaluated via the following exper-
iments: (1) Our architecture without any guidance from the color image, denoted as
“Depth-Only”. (2) Our architecture without shifted windows in the CATL, denoted “w/o
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shift”. (3) Our architecture without the CFG module, denoted “w /o CFG”. (4) Our architec-
ture without the use of cross-attention for guidance. In this setting, we replaced the CATL
with a similar design using only self-attention with depth features as input. Features from
the color image were concatenated after every modified CATL to provide guidance. We
denote this setting as “w /o cross-attention”.

We evaluate the different designs on the Middlebury test set at scaling factors 4, 8,
and 16. We use the same CATB and CATL configuration as described in Section 4.2 in
these experiments. We summarize the results in Table 6 and observe that: (1) As expected,
using only the LR depth for DSR without guidance from a color image provides inferior
results. (2) As also observed in [47], incorporating shifted window partitioning into our
CATL improves the performance. Using shifted windows partitioning enables connections
among windows in the preceding layers, improving the representation capability of each
CATL. (3) Our CFG module provides additional high-frequency information directly to the
upsampling module. As a result, the upsampling module can reconstruct a higher quality
HR depth, and we observe that performance improves slightly. (4) We observe that using a
simple concatenation of features instead of the proposed cross-attention guidance leads to
inferior results. Incorporating the guidance from the color image via cross-attention allows
the color feature to interact elaborately with the depth features and to encode long-distant
dependencies between the two modalities.

Table 6. An analysis of the average RMSE values for different ablation experiments on the noise-free
Middlebury dataset. Boldface indicates the best RMSE for each evaluation.

Design

Depth-Only w/o Shift w/o CFG w/o Cross-Attention FCTN (Proposed)

Scale Factor

x16 x4 x8 x16 x4 x8 x16 x4 x8 x16 x4 x8 x16

RMSE

301 052 114 19 051 106 179 059 128 217 048 099 155

5. Conclusions

We introduce a novel transformer-based architecture with cross-attention for guided
DSR. First, a shallow feature extraction module extracts meaningful features from LR
depth and HR color images. These features are fed to a cascaded transformer module
with cross-attention, which extracts more elaborate features while simultaneously incorpo-
rates guidance from the color features via the cross-attention mechanism. The cascaded
transformer module is constructed by stacking transformer layers with shifted window
partitioning, which enables interactions between windows in consecutive layers. Using
such a design, the proposed architecture achieves state-of-the-art results on the DSR bench-
marks. At the same time, model size and inference time remain comparably small, making
our architecture usable for real-world applications.

Our future work will explore more realistic depth artifacts (e.g., sparse depth values,
misalignment between guidance and depth images, etc.). Moreover, we will examine the
proposed architecture on additional real-world continuous data acquired from sensors
mounted, e.g., on an autonomous robot.
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Chapter 7

Discussion and Conclusions

7.1 Discussion and Conclusions

This research thesis introduces different deep neural network architectures for the mul-
timodal tasks of audio-visual voice activity detection and guided super resolution of
depth maps. These approaches are advantageous because they combine the different
modalities and extract complementary information from each, resulting in improved

performance in each task compared to existing methods.

7.1.1 audio-visual VAD

Traditionally, in silent acoustic environments, speech can be successfully distinguished
from silent regions using methods based on simple acoustic features. These methods,
however, perform significantly worse in the presence of noise, even at moderate SNR
ratios. Other methods assume statistical models for the noisy signal, focusing on the
estimation of the parameters of the model. The main drawback of such methods is that
they cannot properly model highly non-stationary noise and transient interferences.
Transients, like speech, often show rapid variations in their spectrum over time, which
makes them difficult to distinguish.

To try and overcome these limitations, more recent studies address the problem
of voice activity detection from a machine learning point of view, in which the goal
is to classify segments of the noisy signal into speech and non-speech classes. Instead

of assuming explicit distributions for the noisy signal, learning-based methods learn
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implicit models from training data. Specifically, deep neural networks have gained
popularity in recent years in a variety of machine learning tasks. For useful signal
representations, these models use deep neural networks with multiple layers, and their
potential for voice activity detection has been partially explored. Despite this, these
methods still struggle with frames that contain both speech and transients. Transients,
which are characterized by fast variations in time and high energy values, often appear
more dominant than speech. Consequently, frames containing only transients appear
similar to frames containing both transients and speech and are mistakenly identified
as speech frames.

Another school of studies suggests improving speech detection’s robustness to noise
and transients by incorporating a video signal, which is independent of the acoustic
environment. Often, the video captures the mouth region of the speaker, which is
represented by specifically designed features that model the shape and movement of
the mouth. Several approaches exist in the literature for fusing audio and video sig-
nals, called early fusion and late fusion. In early fusion, video, and audio features are
concatenated into a single feature vector and processed as single-modal data. In late
fusion, measures of speech presence and absence are constructed separately from each
modality and then combined using statistical models.

To address the aforementioned problems, this thesis proposes two multimodal audio-
visual VAD approaches:

1) We propose a deep architecture for speech detection, based on specifically de-
signed auto-encoders providing a new representation of the audio-visual signal, in which
the effect of transients is reduced. The new representation is fed into a deep RNN,
trained in a supervised manner to generate voice activity estimation while exploiting
the differences in the dynamics between speech and the transients. Experimental results
have demonstrated that the proposed architecture outperforms competing state-of-the-
art detectors providing accurate detections even in low SNR and in the presence of
challenging types of transients.

2) The study described in the former part is extended and we propose a deep multi-
modal end-to-end architecture for speech detection, which utilizes residual connections

and dilated convolutions and operates on raw audio and video signals to extract mean-
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ingful features in which the effect of transients is reduced. The features from each
modality are fused into a joint representation using MCB which allows higher-order
relations between the two modalities to be explored. In order to further exploit the
differences in the dynamics between speech and the transients, the joint representation
is fed into a deep LSTM. A fully connected layer is added, and the entire network
is trained in a supervised manner to perform voice activity detection. Experimental
results have demonstrated that our multimodal end-to-end architecture outperforms
unimodal variants while providing accurate detections even under low SNR conditions
and in the presence of challenging types of transients. Furthermore, the use of MCB for

modality fusion has also been shown to outperform other methods for modality fusion.

7.1.2 guided super resolution of depth maps

The upsampling of depth information is not a trivial task. A naive upsampling of
the LR image, e.g., bicubic interpolation, usually produces unsatisfactory results with
blurred and unsharp edges.

Traditional methods for SR of depth maps can be categorized as filter-based, energy-
minimization-based,, and learning-based. Filter-based methods have relatively low com-
putational complexity but often result in apparent artifacts in HR depth maps. In
contrast, energy minimization methods require cumbersome and time-consuming com-
putations. Many of them rely heavily on regularization from a statistic or prior, which
may not be available in all scenarios. Finally, learning-based methods, specifically ones
incorporating deep neural networks, have proliferated in recent years, providing the
best results regarding upsampled depth map quality.

In recent methods, the SR of the depth map is guided or enhanced by a correspond-
ing HR intensity image, if available. These methods assume that correspondence can
be established between an edge in the intensity image and the matching edge in the
depth map. Since the intensity image has a higher resolution, its edges can determine
depth discontinuities in the super-resolved HR depth map. Nevertheless, edges in the
intensity image may not correspond to depth discontinuities, e.g., smooth surfaces with
highly textured textures in the intensity image. In these cases, color textures are over-

transferred from textured regions to the super-resolved depth map, resulting in texture
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copying. Therefore, a more sophisticated guidance scheme is needed.

As with the unimodal SR methods, these multimodal methods can also be classified
into four subcategories: filtering-based methods, global optimization-based methods,
sparse representation-based methods, and deep learning-based methods. The use of
deep learning methods for guided SR of depth images has gained increasing attention
and has demonstrated promising results. However, the guidance features and depth
features are mostly combined using mere concatenation, even in recent methods. Fur-
thermore, most of these methods rely on CNNs for feature extraction, which are limited

in their receptive fields and lack the expressive power of transformers.

To address these problems, this thesis proposes two guided super resolution ap-

proaches:

1) We present a generalized framework to address the problem of depth map upsam-
pling by using a cascaded transformer module for guided depth SR. An LR depth map
is progressively upsampled using residual dilated blocks and a novel guidance module,
based on the cascaded transformer that operates on shifted window partitioning of the
image, scales the intermediate feature maps of the network. The proposed architec-
ture achieves state-of-the-art performance for super-resolving depth maps using such a

design.

2) We extend the work described above and introduce a novel transformer-based
architecture with cross-attention for guided depth SR. First, a shallow feature extrac-
tion module extracts meaningful features from LR depth and HR color images. These
features are fed to a cascaded transformer module with cross-attention, which extracts
more elaborate features while simultaneously incorporating guidance from the color
features via the cross-attention mechanism. The cascaded transformer module is con-
structed by stacking transformer layers with shifted window partitioning, which enables
interactions between windows in consecutive layers. Using such a design, the proposed
architecture achieves state-of-the-art results on depth SR benchmarks. At the same
time, model size and inference time remain comparably small, making our architecture

usable for real-world applications.
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7.2 Future Research Directions

The subject of multimodal neural networks was explored in this thesis. A number
of such architectures have been developed and demonstrated for use cases involving
audio-visual VAD and guided super resolution of depth images. As a result of these

developments, further research can be conducted in the following areas:

1) Extension to other temporal multimodal tasks. In this thesis, we discuss
the representation and fusion of audio and video signals for VAD in a noisy environment.
Research directions in the future may include applying these multimodal architectures
to speech recognition or speech enhancement tasks. The proposed architecture could
also be used with altogether different temporal modalities, e.g., replace the audio signal
with an electrocardiogram (ECG) signal and train the network to analyze ECG data.
It is possible because the architecture is based on raw signals and is not reliant on any

audio or image-specific features.

2) More realistic noise and artifacts. In this thesis, we considered an audio-
visual setting in which the audio signal was contaminated by background noises and
transient interferences. In future research directions, additional methods for noise in-
jection, in which the video signal is augmented and the speakers’ voices are modified
according to the injected noise levels (Lombard effect), can be explored. In the set-
ting of guided DSR, we intend to explore even more realistic noise and artifacts in our
test sets (e.g., missing depth values, misalignment between guidance and depth images,

etc.).

3) Super-Resolution of Dynamic Elevation Model (DEM). In this thesis, we
presented several deep architectures for guided super resolution of depth information,
with promising results. Our future research will investigate the applicability of our work
to the challenging case of aerial imagery SR in which both a Raster (color) image and a
Dynamic Elevation Model (DEM) are available. DEMs for most of Earth’s surface are
low-resolution and cannot accurately reflect the terrain’s morphology. Our objective
would be to improve the DEM resolution using both the LR DEM and raster image as
inputs. Many applications require HR DEM, such as off-road path planning, line-of-

sight analysis, digital twins, etc. The more detailed the DEM, the more accurate these
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analyses become.

This task differs from depth SR as investigated in this thesis. The depth data tends
to be smoother than DEM data, with apparent discontinuities in depth. Hence, the
SR of such data and, more specifically, the guidance of such an up-sampling process is

more challenging.
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