Abstract—In this paper, we introduce an estimation error analysis for quadratically nonlinear system identification in the short-time Fourier transform (STFT) domain. The identification scheme consists of a parallel connection of a linear component, represented by crossband filters between subbands, and a quadratic component, which is modeled by multiplicative cross-terms. We mainly concentrate on two types of undermodeling errors. The first is caused by employing a purely linear model in the estimation process (i.e., nonlinear undermodeling), and the second is a consequence of restricting the number of estimated crossband filters in the linear component. We derive analytical relations between the noise level, nonlinearity strength, and the obtainable mean-square error (mse) in subbands. We show that for low signal-to-noise ratio (SNR) conditions, a lower mse is achieved by allowing for nonlinear undermodeling and utilizing a purely linear model. However, as the SNR increases, the performance can be generally improved by incorporating a nonlinear component into the model. We further show that as the SNR increases, a larger number of crossband filters should be estimated to attain a lower mse, whether a linear or nonlinear model is employed. Experimental results support the theoretical derivations.
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I. INTRODUCTION

ONLINEAR system identification has recently attracted great interest in many applications, including acoustic echo cancellation [1]–[4], channel equalization [5]–[7], biological system modeling [8] and image processing [9]. Volterra filters [10]–[15] have been applied for representing a wide range of real-world systems due to their structural generality and versatile modeling capabilities (e.g., [16]–[19]). Traditionally, Volterra-based approaches have been carried out in the time or frequency domains. Time-domain approaches employ conventional linear estimation methods in batch or adaptive forms in order to estimate the Volterra kernels. These approaches, however, often suffer from extremely high computational cost due to the large number of parameters of the Volterra model, especially for long-memory systems [14], [20]. The high complexity of the model together with its severe ill-conditioning, lead to a slow convergence of the adaptive Volterra filter [2], [19]. To ease the computational burden, frequency-domain methods have been introduced [21]–[23]. A discrete frequency-domain model, which approximates the Volterra filter using multiplicative terms, is defined in [22] and [23]. A major limitation of this model is its underlying assumption that the observation data length is relatively large. When the data is of limited size (or when the nonlinear system is not time-invariant), this long duration assumption is very restrictive. Other frequency-domain approaches use cumulants and polyspectra information to estimate the Volterra transfer functions [21]. Although computationally efficient, these approaches often assume a Gaussian input signal, which limits their applicability.

The aforementioned drawbacks of the conventional time- and frequency-domain methods motivate the use of subband (multirate) techniques [24] for improved nonlinear system identification. Such techniques have been successfully applied for identifying linear systems with relatively long impulse responses [25]–[32]. Computational efficiency as well as improved convergence rate can then be achieved due to processing in distinct subbands. Recently, we have proposed nonlinear system identification in the short-time Fourier transform (STFT) domain, based on a time-frequency representation of Volterra filters [33]. We introduced approximate nonlinear STFT models, which consist of a parallel connection of linear and nonlinear components. The linear component is represented by crossband filters between the subbands [25]–[27], while the nonlinear component is modeled by multiplicative cross-terms. We showed that a significant reduction in computational cost as well as a substantial improvement in estimation accuracy can be achieved over time-domain Volterra filters, particularly for long-memory nonlinear systems. Based on this approach, an adaptive estimation algorithm and a detailed convergence analysis of the adaptation process have been recently introduced in [34].

In this paper, we analyze the performance of the model proposed in [33] in estimating quadratically nonlinear systems in the STFT domain using an offline identification scheme. We employ a least-squares (LS) criterion for estimating the model parameters and derive explicit expressions for the obtainable mean-square error (mse) in each frequency bin. We mainly concentrate on the error that arises due to undermodeling; that is,
when the proposed model does not admit an exact description of the true system. Two types of undermodeling errors are considered. The first is attributable to employing a purely linear model for nonlinear system estimation, which is generally referred to as nonlinear undermodeling. This undermodeling has been examined recently in time and frequency domains [35]–[37]. The quantification of this error is of major importance since in many cases a purely linear model is fitted to the data, even though the system is nonlinear (e.g., employing a linear adaptive filter in acoustic echo cancellation applications [38]). The second undermodeling considered in this paper is a consequence of restricting the number of crossband filters in the linear component of the model, such that not all the filters are estimated in each frequency bin. The influence of this undermodeling has been recently investigated for linear system identification in the STFT domain [26], [27]. It was shown that the inclusion of more crossband filters in the identification process is preferable only when high signal-to-noise ratio (SNR) or long data are considered.

The analysis in this paper reveals important relations between the undermodeling errors, the noise level and the nonlinear-to-linear ratio (NLR), which represents the power ratio of nonlinear to linear components of the system. Specifically, we show that the inclusion of a nonlinear component in the model is not always preferable. The choice of the model structure (either linear or nonlinear) depends on the noise level and the observable data length. The data length is restricted to enable tracking capability during time variations in the system. We show that for low SNR conditions and rapidly time-varying systems (which restricts the length of the data), a lower mse can be achieved by allowing for nonlinear undermodeling and employing a purely linear model in the estimation process. On the other hand, as the SNR increases or as the time variations in the system become slower (which enables to use longer data), the performance can be generally improved by incorporating a nonlinear component into the model. This improvement in performance becomes larger when increasing the NLR. Moreover, we show that as the nonlinearity becomes weaker (i.e., the NLR decreases), higher SNR should be considered to justify the inclusion of the nonlinear component in the model. Concerning undermodeling in the linear component, we show that similarly to linear system identification [26], the number of crossband filters that should be estimated to attain the minimal mse (nmse) increases as the SNR increases, whether a linear or a nonlinear model is employed. For every noise level there exists an optimal number of useful crossband filters, so increasing the number of estimated crossband filters does not necessarily imply a lower mse. Experimental results demonstrate the theoretical results derived in this paper.

The paper is organized as follows. In Section II, we consider the identification of quadratically nonlinear systems in the STFT domain and formulate an LS optimization criterion for estimating the parameters of the nonlinear STFT model. In Section III, we derive explicit expressions for the mse in sub-bands using either a linear or a nonlinear model. In Section IV, we analyze the error expressions and investigate the influence of nonlinear undermodeling and the number of estimated crossband filters on the mse performance. Finally, in Section V, we present some experimental results to support the theoretical derivations.

II. QUADRATICALLY NONLINEAR SYSTEM IDENTIFICATION

In this section, we consider an offline scheme for the identification of quadratically nonlinear systems in the STFT domain using an LS optimization criterion for each frequency bin. We assume that the system to be identified can be represented by the nonlinear STFT model proposed in [33]. Although this assumption may not necessarily be valid in real applications, it enables the derivation of explicit expressions for the undermodeling estimation error (see Section III). It should be noted, however, that the derived insights may also be useful when considering more complicated systems, as will be demonstrated later in Section V. Throughout this paper, scalar variables are written with lowercase letters and vectors are indicated with lowercase boldface letters. Capital boldface letters are used for matrices and norms are always \( \ell_2 \) norms.

Consider the STFT-based system identification scheme as illustrated in Fig. 1. The input signal \( x(n) \) passes through an unknown quadratic time-invariant system \( \phi(\cdot) \), yielding the clean output signal \( d(n) \). Together with a corrupting noise signal \( \xi(n) \), the system output signal is given by

\[
y(n) = \{\phi(x)\}(n) + \xi(n) = d(n) + \xi(n).
\]

(1)

The STFT of \( y(n) \) is given by [39]

\[
y_{\text{STFT}}(k) = \sum_n y(n) \psi^*_p(k - n) = y_{pk} + \xi_{pk}
\]

(2)

where \( \psi_{pk}(n) = \psi(n - pk) e^{j2\pi nkN} \) denotes a translated and modulated window function, \( \psi(n) \) is a real-valued analysis window of length \( N \), \( p \) is the frame index, \( k \) represents the frequency-bin index (0 ≤ \( k \) ≤ N − 1), \( L \) is the translation factor and * denotes complex conjugation. According to the model proposed in [33], the true system is formed as a parallel connection of linear and quadratic components in the time-frequency domain as follows:

\[
d_{pk} = \sum_{k'=0}^{N-1} \sum_{h'} x_p(k - h') \psi^*_p(k - k') + \sum_{k' \in \mathcal{K}} x_{pk'} \psi_{pk'}(k - k') \mod N \psi_{pk'}'(k - k') \mod N
\]

(3)
where $h_{p,k,k'}$ denotes the true crossband filter of length $M$ from frequency bin $k'$ to frequency bin $k$, $c_{k,k'} \mod N$ is the true quadratic cross-term, and $\mathcal{F} = \{0, 1, \ldots, [k'/2], k'+1, \ldots, k+1+([N-k-2]/2)\}$. It was shown [33] that the nonlinear model (3) is more advantageous than the time-domain Volterra model in representing nonlinear systems with relatively long memory (such as in nonlinear acoustic echo cancellation applications). In particular, for relatively high SNR conditions, a substantial improvement of approximately 15–20 dB in the mse is achieved by the proposed model relative to that obtained by the Volterra model.

Let $\mathbf{h}_k$ be the $N$ crossband filters of the true system at frequency bin $k$

$$h_k = [h_{k,0}^T \ h_{k,1}^T \ \cdots \ h_{k,N-1}^T]^T$$

where $h_{k,k'}^T = [h_{0,k,k'} \ h_{1,k,k'} \ \cdots \ h_{M-1,k,k'}]^T$ is the crossband filter from frequency bin $k'$ to frequency bin $k$. Let $\mathbf{X}_k$ denote an $P \times M$ Toeplitz matrix whose $(m, l)$th term is given by

$$x_{m-l,k}$$

where $P$ is the observable data length in the STFT domain (i.e., the length of a time-trajectory of $y_{p,k}$ at frequency bin $k$), and let $\Delta$ be a concatenation of $\{\mathbf{X}_k\}_{k=0}^{N-1}$ along the column dimension

$$\Delta = [\mathbf{X}_0 \ \mathbf{X}_1 \ \cdots \ \mathbf{X}_{N-1}].$$

For notational simplicity, let us assume that $k$ and $N$ are both even, such that according to (3), the number of quadratic cross-terms in each frequency bin is $N/2 + 1$. Let

$$\mathbf{c}_k = [c_{0,k} \ \cdots \ c_{N/2,k} \ c_{N/2+1,k} \ \cdots \ c_{N-1,k} \ \cdots \ c_{N+k/2,k} \ c_{N+k/2+1,k} \ \cdots \ c_{N+k,k}]^T$$

(7)

denote the quadratic cross-terms at the $k$th frequency bin, and let

$$\Delta_k = [\mathbf{X}_0 \ \cdots \ \mathbf{X}_{N/2} \ \mathbf{X}_{N/2+1} \ \cdots \ \mathbf{X}_{N-1} \ \cdots \ \mathbf{X}_{N+k/2} \ \mathbf{X}_{N+k/2+1} \ \cdots \ \mathbf{X}_{N+k}]$$

(8)

be an $P \times (N/2 + 1)$ matrix, where

$$x_{k,k'} = [x_{0,0} x_{0,k'} \ x_{1,0} x_{1,k'} \ \cdots \ x_{P-1,0} x_{P-1,k'}]$$

is a term-by-term multiplication of the time-trajectories of $x_{p,k}$ at frequency bins $k$ and $k'$, respectively. Then, (2)–(3) can be written in a vector form as

$$\mathbf{y}_k = \mathbf{d}_k + \mathbf{e}_k$$

(9a)

$$\mathbf{d}_k = \mathbf{h}_k \mathbf{c}_k$$

(9b)

where $\mathbf{y}_k = [y_{0,k} \ y_{1,k} \ \cdots \ y_{P-1,k}]^T$ is the observable data vector, and $\mathbf{d}_k$ and $\mathbf{e}_k$ are defined similarly.

Given an input signal $\mathbf{x}(n)$ and noisy observation $y(n)$, the goal in system identification in the STFT domain is to construct a model for describing the input-output relationship, and to select its parameters so that the model output $\hat{y}_{p,k}$ best estimates (or predicts) the measured output signal in the STFT domain. To do so, we employ the model in (3) for the estimation process, but with the use of only $2K + 1$ crossband filters. The value of $K$ controls the undermodeling in the linear component of the model by restricting the number of crossband filters. Denoting by $\mathbf{h}_{p,k,k'}$ and $\mathbf{c}_{k',(k-k')} \mod N$ the crossband filters and quadratic cross-terms of the model, the resulting estimate $\hat{y}_{p,k}$ can be written as

$$\hat{y}_{p,k} = \sum_{k'=k-K}^{k+K} \sum_{k'=0}^{M-1} x_{p,k'} \mathbf{h}_{p,k,k'} \mod N \mathbf{h}_{p,k,k'} \mod N$$

(10)

$$+ \gamma \sum_{k'=k' \in \mathcal{F}} x_{p,k'} x_{p,(k-k')} \mod N \mathbf{c}_{k',(k-k')} \mod N$$

where the parameter $\gamma \in \{0, 1\}$ controls the nonlinear undermodeling by determining whether the nonlinear component is included in the model. By setting $\gamma = 0$, the nonlinearity is ignored and a purely linear model is fitted to the data, which may degrade the system estimate accuracy. The error caused by nonlinear undermodeling has been studied recently [35]–[37], assuming a certain model for nonlinearity (in the time or frequency domains). In this paper, this error is evaluated in the STFT domain by controlling the value of $\gamma$. The influence of the parameters $K$ and $\gamma$ on the mean-square performance is investigated in Section IV.

Let $\mathbf{h}_k$ be the $2K + 1$ filters of the model at frequency bin $k$

$$\mathbf{h}_k = [\mathbf{h}_{k,(k-K)} \mod N \ \cdots \ \mathbf{h}_{k,k} \mod N \ \cdots \ \mathbf{h}_{k,(k+K)} \mod N]^T$$

(11)

where $\mathbf{h}_{k,k'}$ is the crossband filter from frequency bin $k'$ to frequency bin $k$, and let $\Delta_k$ be a concatenation of $\{\mathbf{X}_{k'}\}_{k'=(k-K)}^{(k+K)} \mod N$ along the column dimension, i.e.,

$$\Delta_k = [\mathbf{X}_{(k-K)} \ \cdots \ \mathbf{X}_{(k+K)} \mod N].$$

(12)

Denoting the vector of the model’s cross-terms by $\mathbf{c}_k$, similarly to (7), the output signal estimate (10) can be written in a vector form as

$$\hat{y}_{\gamma,k}(\mathbf{\theta}_k) = \Delta_k \mathbf{\tilde{h}}_k + \gamma A_k c_k \tilde{\Delta} = R_{\gamma,k} \mathbf{\theta}_k$$

(13)

where $A_k$ was defined in (8), $\mathbf{\theta}_k = [\mathbf{\tilde{h}}_k \mathbf{c}_k]^T$ is the model parameters vector, $\gamma A_k(\mathbf{\theta}_k) = [\tilde{y}_{0,k} \ \tilde{y}_{1,k} \ \cdots \ \tilde{y}_{P-1,k}]$ is the resulting estimate associated with the parameter vector $\mathbf{\theta}_k$, and $R_{\gamma,k}$ is defined by

$$R_{\gamma,k} = [\Delta_k \gamma A_k].$$

(14)

The subscript $\gamma$ in $\hat{y}_{\gamma,k}(\mathbf{\theta}_k)$ indicates the dependence of the output signal estimate on the model structure, which can be either linear or nonlinear. Finally, using the above notations, the LS estimate of the model parameters at the $k$th frequency bin is given by

$$\hat{\theta}_k = \arg \min_{\theta_k} \|y_k - R_{\gamma,k}(\mathbf{\theta}_k)\|^2 = (R_{\gamma,k}^H R_{\gamma,k})^{-1} R_{\gamma,k}^H y_k$$

(15)

where we assume that $R_{\gamma,k}^H R_{\gamma,k}$ is not singular. Note that both $\hat{\theta}_k$ and $\hat{y}_{\gamma,k}(\mathbf{\theta}_k)$ depend also on the parameter $K$, but for notational simplicity $K$ has been omitted. Substituting the optimal estimate (15) into (13), we obtain the best estimate of the system output signal in the STFT domain $\gamma_{\gamma,k}(\hat{\theta}_k)$ in the LS sense, for given $\gamma$ and $k$ values. Our objective is to analyze the mse attainable in each frequency bin, and investigate the influence of the parameters $K$ and $\gamma$ on the mse performance.

1In the ill-conditioned case, when $R_{\gamma,k}^H R_{\gamma,k}$ is singular, matrix regularization is required [40].
III. MSE ANALYSIS

In this section, we derive explicit expressions for the mse obtainable in the $k$th frequency bin using either a linear ($\gamma = 0$) or a nonlinear ($\gamma = 1$) model. To make the following analysis mathematically tractable we assume that $x_{pk}$ and $\xi_{pk}$ are zero-mean white Gaussian signals with variances $\sigma_x^2$ and $\sigma_\xi^2$, respectively. We also assume that $x_{pk}$ is statistically independent of $\xi_{pk}$. The Gaussian assumption of the corresponding STFT signals is often justified by a version of the central limit theorem for correlated signals [41, Theorem 4.4.2], and it underlies the design of many speech-enhancement systems [42], [43]. It should be noted that the whiteness and Gaussianity properties are assumed here only for simplicity, and that the theoretical derivations are also valid for non-Gaussian input excitation signals, as will be shown later in Section V. Note, on the contrary, that this is not the case in some frequency-based approaches (e.g., [21] and [23]), for which the Gaussian assumption is crucial, as it is employed to derive simplified expressions for the Volterra kernels that are not valid for non-Gaussian signals.

The (normalized) mse is defined by

$$
\epsilon_{\gamma k}(K) = \frac{1}{E_d} E\left\{||d_k - \hat{y}_{\gamma k}(\hat{\theta}_{\gamma k})||^2\right\}
$$

(16)

where $E_d \triangleq E\{||d||^2\}$. Recall that $\epsilon_{\gamma k}(K)$ denotes the mse obtained by using only a linear model, and $\epsilon_{\gamma k}(K)$ is the mse achieved by incorporating also a quadratic component into the model [see (10)]. Substituting (13) and (15) into (16), the mse can be expressed as

$$
\epsilon_{\gamma k}(K) = \frac{1}{E_d} E\left\{||R_{\gamma k}(H_{\gamma k}^H R_{\gamma k})^{-1} R_{\gamma k}^H \xi_k||^2\right\}
$$

(17)

$$
+ \frac{1}{E_d} E\left\{||I_P - R_{\gamma k}(H_{\gamma k}^H R_{\gamma k})^{-1} R_{\gamma k}^H d_k||^2\right\}
$$

where $I_P$ is the identity matrix of size $P \times P$. Equation (17) can be rewritten as

$$
\epsilon_{\gamma k}(K) = 1 + \epsilon_1 - \frac{\epsilon_2}{E_d}
$$

(18)

where

$$
\epsilon_1 = E\left\{\xi_k^H R_{\gamma k}(H_{\gamma k}^H R_{\gamma k})^{-1} R_{\gamma k}^H \xi_k\right\}
$$

and

$$
\epsilon_2 = E\left\{d_k^H R_{\gamma k}(H_{\gamma k}^H R_{\gamma k})^{-1} R_{\gamma k}^H d_k\right\}.
$$

To proceed with the mean-square analysis, we derive simplified expressions for $\epsilon_1$ and $\epsilon_2$. Recall that for any two vectors $a$ and $b$ we have $a^H b = \text{tr}(a^H b^*)$, where the operator $\text{tr}(\cdot)$ denotes the trace of a matrix. Then $\epsilon_1$ can be expressed as

$$
\epsilon_1 = \text{tr}\left(E\left\{\xi_k^H \xi_k\right\} E\left\{R_{\gamma k}(H_{\gamma k}^H R_{\gamma k})^{-1} R_{\gamma k}^H \right\}\right)^*.
$$

(21)

To avoid the well-known overfitting problem [44], the mse defined in (16) measures the fit of the optimal estimate $y_{\gamma k}(\hat{\theta}_{\gamma k})$ to the clean output signal $d_k$, rather than to the measured (noisy) signal $y_k$. Consequently, the growing model variability caused by increasing the number of model parameters is compensated, and a more reliable measure for the model estimation quality is achieved.

The whiteness assumption for $\xi_{pk}$ yields $E\{\xi_k \xi_k^H\} = \sigma_\xi^2 I_P$. Then, using the property that $\text{tr}(AB) = \text{tr}(BA)$ for any two matrices $A$ and $B$, we have

$$
\epsilon_1 = \sigma_\xi^2 E\left\{\text{tr}\left(R_{\gamma k}^H R_{\gamma k}(H_{\gamma k}^H R_{\gamma k})^{-1}\right)^*\right\}
$$

(22)

$$
= \sigma_\xi^2 E\left\{\text{tr}\left(I_{(2K+1)M+\gamma(N/2+1)}\right)^*\right\}
$$

$$
= \sigma_\xi^2 \left(2K + 1\right) + \gamma\left(\frac{N}{2} + 1\right).
$$

To evaluate $\epsilon_2$, we first use (14) to express the inverse of $R_{\gamma k}^H R_{\gamma k}$ in (20) as

$$
(R_{\gamma k}^H R_{\gamma k})^{-1} = \frac{\Delta_{\gamma k}^H \Delta_{\gamma k}}{\gamma\Delta_{\gamma k}^H \Delta_{\gamma k}}\frac{\gamma\Delta_{\gamma k}^H \Delta_{\gamma k}}{\gamma\Delta_{\gamma k}^H \Delta_{\gamma k}}^{-1}.
$$

(23)

Let us assume that $x_{pk}$ is an ergodic process [45], such that its frame-index average $E\{x_{pk} x_{pk}^H\}$ tends to the ensemble average $E\{x_{pk} x_{pk}^H\}$ as $P \to \infty$ (in the mean-square sense). Assuming a relatively large observed-data length $P$, the $(m, l)$th term of $\Delta_{\gamma k}^H \Delta_{\gamma k}$ can be accurately approximated by

$$
\Delta_{\gamma k}^H \Delta_{\gamma k}^{-1} = \sum_{n} x_n^* x_{m-n} \text{mod}\ M, k-K+\left[\frac{N}{2}\right] \text{mod}\ N
$$

(24)

where $x_n$ is the identity matrix of size $P \times P$. Equation (17) can be rewritten as

$$
\epsilon_{\gamma k}(K) = 1 + \frac{\epsilon_1}{E_d} - \frac{\epsilon_2}{E_d}
$$

(25)

where $0_{N \times M}$ is a zero matrix of size $N \times M$. Substituting (25) and (14) into (20), we obtain

$$
\epsilon_2 = \epsilon_1 + \gamma\epsilon_2
$$

(26)

where

$$
\epsilon_1 = E\left\{d_k^H \Delta_k (\Delta_k^H \Delta_k)^{-1} \Delta_k^H d_k\right\}
$$

(27)

$$
\epsilon_2 = E\left\{d_k^H \Delta_k (\Delta_k^H \Delta_k)^{-1} \Delta_k^H d_k\right\}.
$$

(28)

We proceed with evaluating $\epsilon_1$ and $\epsilon_2$. Using the ergodicity and whiteness properties of $x_{pk}$, the $(m, l)$th term of $\Delta_k^H \Delta_k$ can be approximated as (see [26, eq. (39)])

$$
\Delta_k^H \Delta_k \text{mod}\ M, k-K+\left[\frac{N}{2}\right] \text{mod}\ N
$$

(29)

where $\delta_{kl}$ denotes the Kronecker delta function. Substituting (29), and the definition of $d_k$ from (9b) into (27), we obtain

$$
\epsilon_1 = \frac{1}{P \sigma_x^2} \left[h_k^H \Omega_1 h_k + 2 \text{Re}\left\{h_k^H \Omega_2 c_k + c_k^H \Omega_3 c_k\right\}\right]
$$

(30)
where $\Omega_1 \triangleq E\{\Delta^H \Delta_k \Delta^H \Delta_k \}$, $\Omega_2 \triangleq E\{\Delta^H \Delta_k \Delta^H \Delta_k \}$, $\Omega_3 \triangleq E\{\Delta^H \Delta_k \Delta_k \}$, and the operator $\Re \{\cdot\}$ takes the real part of its argument. An explicit expression for $\Omega_1$ was derived in [26] using the Gaussian fourth-order moment-factoring theorem [46], and its $(m, \ell)$th term is given by [26, eq. (41)]

\[
(\Omega_1)_{m, \ell} = \sigma_x^2 P \delta_{m-\ell} [M(2K + 1) + P \delta_{m, \ell = 0}] \tag{31}
\]

where $L_0 = \{(k-K+n_1) \mod N \mid M + n_2\}$ with $n_1 \in \{0, \ldots, 2K\}$ and $n_2 \in \{0, \ldots, M-1\}$. In addition, the $(m, \ell)$th term of $\Omega_2$ can be written as

\[
(\Omega_2)_{m, \ell} = \sum_{n, r, q \in \mathbb{Z}} E\{x_k^* x_{n-r} M_r + \frac{1}{2} \} x_{q-n} \mod N \times x_{r-n} \mod N \times x_{q-r} \times x_{(k-\ell) \mod N} = 0 \tag{32}
\]

where $\ell_k$ is defined in (24), and the last equation is due to the definition of odd-order moments of Gaussian process. Furthermore, using the Gaussian sixth-order moment-factoring theorem [46], the $(m, \ell)$th term of $\Omega_3$ can be expressed as (see Appendix I)

\[
(\Omega_3)_{m, \ell} = \sigma_x^6 P \delta_{m-\ell} \left[ M(2K + 1) \left(1 + \delta_{m, \ell = 0} \right) + \sum_{i=1}^{4} \delta_{m, \ell = \mathcal{L}_i} \right] \tag{33}
\]

where $m_k$ is defined similarly to $m_k$ in (24), and $\mathcal{L}_1 = B \cap A_k$, $\mathcal{L}_2 = B \cap A_0$, $\mathcal{L}_3 = \mathcal{C} \cap A_0$, and $\mathcal{L}_4 = \mathcal{C} \cap A_k$, with $A_k \triangleq \{(k-K+n_1) \mod N \mid 0 \leq n_1 \leq 2K\}$, $B \triangleq \{k/2, (k+N)/2\}$, and $\mathcal{C} \triangleq \{0, k/2 \cup [k + 1, (k + N)/2]\}$. Substituting (31), (32), and (33) into (30), we obtain

\[
\epsilon_{22} = \sigma_x^2 M(2K + 1) \left[ 1 + \frac{N}{2} \right] \left| h_{0,k} \right|^2 + \left| h_{0,k+\frac{1}{2}} \right|^2 + \sum_{k'=0}^{N-1} \left| \tilde{h}_{kk',k} \right|^2 + \sigma_x^4 \left. \left( \left| \tilde{c}_k \right|^2 + \left| \tilde{c}_{k+\frac{1}{2}} \right|^2 + \left| \tilde{c}_{k+\frac{1}{2}} \right|^2 \right) \right]
\]

An expression for $\epsilon_{22}$ is obtained by substituting $\mathcal{L}_k$ from (9b) into (28):

\[
\epsilon_{22} = h_k^H \Theta_2 h_k + 2 \Re \{h_k^H \Theta_2 c_k\} + c_k^H \Theta_2 c_k \tag{35}
\]

where $\Theta_1 \triangleq E\{\Delta^H \Delta_k (\Delta^H \Delta_k)^{-1} \Delta^H \Delta_k \}$, $\Theta_2 \triangleq E\{\Delta^H \Delta_k \Delta_k \}$ and $\Theta_3 \triangleq E\{\Delta^H \Delta_k \Delta_k \}$. Finding an explicit expression for $\Theta_1$ is not straightforward. Nonetheless, using the ergodicity of $x_{pk}$ and the Gaussian sixth-order moment-factoring theorem, we obtain after some mathematical manipulations (see Appendix II-A)

\[
(\Theta_1)_{m, \ell} = \sigma_x^2 \delta_{m-\ell} \times \left[ 1 + \frac{N}{2} + \delta_{m, \ell = 0} \frac{1}{2} \right] M + \delta_{m, \ell = 0} \left( M + \frac{N}{2} \right) \right]. \tag{36}
\]

The $(m, \ell)$th term of $\Theta_2$ consists of a third-order moment of $x_{pk}$, and as such is equal to zero. The $(m, \ell)$th term of $\Theta_3$ can be expressed as (see Appendix II-B)

\[
(\Theta_3)_{m, \ell} = \sigma_x^4 P \delta_{m-\ell} \left[ 1 + \frac{N}{2} + \delta_{m, \ell = 0} \right]. \tag{37}
\]

Substituting (36) and (37) into (35), we obtain

\[
\epsilon_{22} = \sigma_x^2 \left[ 1 + \frac{N}{2} \right] \left| h_{0,k} \right|^2 + \left| h_{0,k+\frac{1}{2}} \right|^2 + \sum_{k'=0}^{N-1} \left| \tilde{h}_{kk',k} \right|^2
\]

\[
+ \sigma_x^4 \left. \left( \left| \tilde{c}_k \right|^2 + \left| \tilde{c}_{k+\frac{1}{2}} \right|^2 + \left| \tilde{c}_{k+\frac{1}{2}} \right|^2 \right) \right]
\]

Finally, substituting (34) and (38) into (26), we obtain an explicit expression for $\epsilon_{22}$, which together with $\epsilon_1$ from (22) is substituted into (18) to yield

\[
\epsilon_{22}(K) = 1 + \frac{\sigma_x^2}{E_d} M(2K + 1) + \gamma \left( \frac{N}{2} + 1 \right)
\]

\[
- \frac{\sigma_x^2}{E_d} \left| \tilde{h}_{0,k} \right|^2 \left[ M(2K + 1) + \gamma \left( \frac{N}{2} + 1 \right) \right]
\]

\[
- \frac{\sigma_x^4}{E_d} \left( M(2K + 1) + \gamma P \right)
\]

\[
\times \left( \left| \tilde{c}_k \right|^2 + \left| \tilde{c}_{k+\frac{1}{2}} \right|^2 + \left| \tilde{c}_{k+\frac{1}{2}} \right|^2 \right)
\]

\[
- \frac{1}{E_d} \sigma_x^2 \sum_{m=0}^{2K} \left| \tilde{h}_{kk, (k-M+m)} \right|^2
\]

\[
- \frac{1}{E_d} \sum_{i=1}^{4} \sum_{m \in \mathcal{L}_i} \left| \tilde{h}_{kk, (k-M+m)} \right|^2
\]

\[
- \gamma \frac{\sigma_x^2}{E_d} \left| h_{0,k} \right|^2 + \left| h_{0,k+\frac{1}{2}} \right|^2 \left( \sum_{k'=0}^{N-1} \left| \tilde{h}_{kk',k} \right|^2 \right). \tag{39}
\]

Equation (39) provides an explicit expression for the mse obtained in the $k$th frequency bin as a function of $\gamma$, using LS estimates of $2K+1$ crossband filters and $N/2+1$ quadratic cross-terms. Next, we analyze this error expression in order to provide important insights into the system identifier performance.
In this section, we investigate the influence of nonlinear undermodeling (controlled by $\gamma$) and the number of crossband filters (controlled by $K$) on the mse performance, and derive explicit relations in terms of the SNR and the NLR.

Let $\sigma_d^2 = E[d_p^2]$ denote the power of the system output signal in the STFT domain. Using (3) and the whiteness property of $x_p, k$, $\sigma_d^2$ can be written as

$$\sigma_d^2 = \sigma_{d_L}^2 + \sigma_{d_L}^2$$

where $\sigma_{d_L}^2 = \sigma_{d_L}^2||h_k||^2$ and $\sigma_{d_L}^2 = \sigma_{d_L}^2(||h_k||^2 + ||h_{k/2,k/2}||^2 + ||h_{k-N/2,k+N/2}||^2)^2$ are the powers of the output signals of the linear and quadratic components, respectively. Note that the separable notation in (40) is possible since the linear and quadratic components of a system represented by (3) are orthogonal to each other for Gaussian inputs (analogously to the first- and second-order Volterra operators [10]). Since $\sigma_d^2$ is independent of $p$, we can express $E_d$ from (16) as $E_d = \sum_{p=0}^{P-1} E[d_p^2] = \rho \sigma_d^2$. Then, denoting the SNR by $\eta = \sigma_d^2/\sigma_x^2$ and the NLR by $\rho = \sigma_{d_L}^2/\sigma_d^2$, (39) can be rewritten as

$$\epsilon(K) = \frac{\alpha_\gamma(K)}{\eta} + \beta_\eta(K)$$

where

$$\alpha_\gamma(K) \triangleq \frac{2(K+1)M}{P} + \frac{\gamma N/2 + 1}{P}$$

$$\beta_\eta(K) \triangleq 1 - \frac{2(K+1)M}{P} - \frac{||h_k||^2}{P} \left[ h_1(K) + \frac{\sigma_\eta(K)}{P} \right] \frac{1}{1 + \rho}$$

$$- \gamma \left[ 1 + \frac{N/2 + ||h_k||^2}{P} h_2 + \rho \right] \frac{1}{1 + \rho}$$

and

$$h_1(K) \triangleq \sum_{m=0}^{2K} ||h_{k,(k+m)}||^2 N_{\text{max}} N$$

$$h_2 \triangleq ||h_{0,k,(k/2)}||^2 + ||h_{k,(k-N/2)}||^2 + \sum_{k=1}^{K} ||h_{0,k,k}||^2$$

and $\sigma_\eta(K) \triangleq \sum_{i=1}^{K} \sum_{m \in \mathcal{C}_i} ||v_{m,(k-m)}||^2 N_{\text{max}} N$. Note that both $\eta$ and $\rho$ depend on the powers of the linear and quadratic components, and as such they may have mutual influence on each other. However, to properly analyze the error, we will assume in the following that variations in the SNR value $\eta$ does not influence the value of $\rho$. We observe from (41) that the mse $\epsilon(K)$, for fixed values of $\gamma$, $k$, and $K$, is a monotonically decreasing function of $\eta$, which expectedly indicates that a better estimation of the model parameters is enabled by increasing the SNR. Moreover, substituting $\gamma = 0, \rho = 0$ and $c(K) = 0$ into (41)–(42b), the mse degenerates to that derived in [26]:

$$\epsilon_{\text{linear}}(K) = \frac{(2K+1)M}{P} \cdot \frac{1}{1 + \frac{2(K+1)M}{P} ||h_k||^2}$$

which represents the mse achieved by estimating a linear system with a purely linear model.

A. Influence of Nonlinear Undermodeling

From (42a) and (42b), it can be verified that $\alpha_\eta(K) > \alpha_\gamma(K)$ and $\beta_\gamma(K) < \beta_\eta(K)$, which implies that $\epsilon_\gamma(K) > \epsilon_\eta(K)$ for low SNR ($\eta \ll 1$), and $\epsilon_\gamma(K) < \epsilon_\eta(K)$ for high SNR ($\eta \gg 1$). As a result, since $\epsilon_\gamma(K)$ and $\epsilon_\eta(K)$ are monotonically decreasing functions of $\eta$, they must intersect at a certain SNR value, denoted by $\eta$. Accordingly, for SNR values lower than $\eta$, we get $\epsilon_\eta(K) < \epsilon_\gamma(K)$, and correspondingly a lower mse is achieved by allowing for nonlinear undermodeling (i.e., employing only a linear model). On the other hand, as the SNR increases, the mse performance can be generally improved by incorporating also the nonlinear component into the model ($\gamma = 1$).

The SNR intersection point $\eta$ is obtained by requiring that $\epsilon_\gamma(K) = \epsilon_\eta(K)$, which yields

$$\eta = \frac{1}{1 + 2 ||h_k||^2 (N+2)^{-1} + } \frac{1}{P(N+2)^{-1} \rho}.$$ (44)

Equation (44) implies that $\eta$ is a monotonically decreasing function of the observable data length in the STFT domain ($P$). Therefore, for a fixed SNR value, as more data is available in the identification process, a lower mse is achieved by estimating also the parameters of the nonlinear component. Recall that the system is assumed time invariant during $P$ frames (its estimate is updated every $P$ frames), in case the time variations in the system are relatively fast, we should decrease $P$ and correspondingly allow for nonlinear undermodeling to achieve lower mse. Another interesting point that can be concluded from (44) is that $\eta$ is a monotonically decreasing function of $\rho$ (assuming $P > N/2 + 1$, which holds in our case due to the ergodicity assumption made in the previous section). Consequently, as the nonlinearity becomes weaker (i.e., $\rho$ decreases), higher SNR values should be considered to justify the estimation of the nonlinear component.

Equations (41)–(42b) also provide an insight into the mutual influence of $\rho$ and $\gamma$ on the mse performance. Specifically, for high SNR conditions, it can be verified that when a purely linear model is employed ($\gamma = 0$), the mse increases with increasing $\rho$ [since $\beta_\gamma(K)$ increases], as the last term in $\beta_\gamma(K)$ decreases with increasing $\rho$. This stems from the fact that the error induced by the undermodeling in the linear component (i.e., by not considering all of the crossband filters) is less substantial as the nonlinearity strength increases, such that the true system can be more accurately estimated by the full model. To summarize the above discussion, Fig. 2 shows typical mse curves of $\epsilon_\gamma(K)$ and $\epsilon_\eta(K)$ as a function of the SNR, obtained for a high NLR $\rho_1$ [Fig. 2(a)] and a lower one $0.2\rho_1$ [Fig. 2(b)], where $[\Delta \epsilon(\eta)]$ denotes the nonlinear undermodeling error. Note that as the NLR $\rho$ increases, the intersection point $\eta$ decreases, while the undermodeling error $|\Delta \epsilon(\eta)|$ increases (for high SNR conditions).
Equation (45) represents the bias error of the model, which can be decomposed into two terms. The first term is attributable to the undermodeling caused by restricting the number of crossband filters. It reduces to zero when $K = N/2$ [since then $h_\gamma(K) = ||h_k||^2$, and is monotonically decreasing as a function of $\rho$. On the other hand, the second term is due to nonlinear undermodeling, and vanishes when $\gamma = 1$. This term is a monotonically decreasing function of $\rho$. Clearly, the asymptotic error in (45) reduces to zero when employing a nonlinear model and estimating all the crossband filters.

It is worthwhile noting that the results in this section are closely related to model-structure selection and model-order selection, which are fundamental problems in many system identification applications [44], [48]–[53]. In our case, the model structure may be either linear ($\gamma = 0$) or nonlinear ($\gamma = 1$), where a richer and larger structure is provided by the latter. The larger the model structure, the better the model fits to the data, at the expense of an increased variance of parametric estimates [44]. Generally, the structure to be chosen is affected by the level of noise in the data and the length of the observable data. As the SNR increases or as more data is employable, a richer structure can be used, and correspondingly a better estimation can be achieved by incorporating a nonlinear model rather than a linear one. Once a model structure has been chosen, its optimal order (i.e., the number of estimated parameters) should be selected, where in our case the model order is determined by the number of crossband filters. Accordingly, as the SNR increases, whether a linear or a nonlinear model is employed, more crossband filters should be utilized to achieve a lower mse. These points will be further demonstrated in the next section. Note that the above analysis does not concern the problem of controlling the model structure (linear or nonlinear) or the model order (number of crossband filters). Nonetheless, based on these theoretical derivations, a fully control scheme, which chooses the optimal structure and order of a model, can be construct for the estimation of real-world non-stationary systems.

### V. Experimental Results

In this section, we present experimental results which support the theoretical derivations. The influence of nonlinear undermodeling on the mse performance is demonstrated by fitting both linear and nonlinear models to the observable data and comparing the resulting mse values. In order to evaluate the results under more realistic assumptions than those made in Section III, we use time-domain white Gaussian input signals as well as real speech signals. We also validate the theoretical results in the case of systems that cannot be exactly described by the STFT model, such as second-order Volterra systems. For a demonstration of the applicability of the STFT-model in a real nonlinear acoustic echo cancellation scenario, the interested reader is referred to [33].

Consider a nonlinear system of the following form:

$$y(n) = \sum_{m=0}^{N_1-1} h(m)x(n-m) + \{Lx\}(n) + \xi(n)$$

(46)
where \( h(n) \) is the impulse response of the linear component, and \( \{ Lx \}(n) \) denotes the output of the nonlinear component. We model the linear impulse response as a nonstationary stochastic process with an exponential decay envelope, i.e., \( h(n) = u(n)\beta(n)e^{-\alpha n} \), where \( u(n) \) is the unit step function, \( \beta(n) \) is a unit-variance zero-mean white Gaussian noise, and \( \alpha \) is the decay exponent. The length of the impulse response is \( N_1 = 768 \), \( \alpha = 0.009 \), and the data contains \( N_x = 24000 \) samples. In addition, we model the input signal \( x(n) \) and the additive noise signal \( \xi(n) \) as uncorrelated zero-mean white Gaussian processes with variances \( \sigma_x^2 \) and \( \sigma_\xi^2 \), respectively. For evaluating the quality of the system estimate, we define the time-domain mse as

\[
e_{\gamma}(K) = \frac{E[|d(n) - \hat{y}_\gamma(K; n)|^2]}{E[|d(n)|^2]} \tag{47}
\]

where \( d(n) \) is the clean output signal (i.e., \( d(n) = y(n) - \xi(n) \)), and \( \hat{y}_\gamma(K; n) \) is the inverse STFT of the model output signal \( \hat{y}_{p,k} \) [see (10)], as obtained for a given \( \gamma \) value, and by estimating \( 2K + 1 \) crossband filters. Finally, for the STFT, we use a Hamming analysis window of length \( N = 2^56 \) with 50% overlap (i.e., \( L = 0.5N \)), and a corresponding minimum-energy synthesis window that satisfies the completeness condition [54].

In the first experiment, the nonlinear component \( \{ Lx \}(n) \) from (46) is generated according to the quadratic model (3), i.e.,

\[
\{ Lx \}(n) = S^{-1} \sum_{k' \in F} x_{p,k'} x_{p_2,(k-k')} \mod N \gamma_{p,k}(k-k') \mod N \tag{48}
\]

where \( S^{-1} \) denotes the inverse STFT operator and \( \{ \gamma_{p,k}(k-k') \mod N \} | k' \in F \) are the true quadratic cross-terms of the system. These terms are modeled here as a function of the SNR, for a given \( K = 0 \) is assumed (i.e., the crossband filters are ignored and only the band-to-band filters of the model \( \{ h_{p,k} \} | k=0 \) are estimated). Fig. 3 shows the resulting mse curves \( e_0(0) \) and \( e_1(0) \) as a function of the SNR, as obtained for an NLR of 0 dB [Fig. 3(a)] and -20 dB [Fig. 3(b)]. The results confirm that for relatively low SNR values, a lower mse is achieved by estimating the system using a purely linear model (\( \gamma = 0 \)) and allowing for nonlinear undermodeling. For instance, Fig. 3(a) shows that for a -20-dB SNR, employing only a linear model reduces the mse by approximately 11 dB, when compared to that achieved by using a nonlinear model (\( \gamma = 1 \)). On the other hand, when considering high SNR values, the performance can be generally improved by incorporating a nonlinear component into the model, as expected from (41)–(42b). For an SNR of 20 dB, for instance, a nonlinear model enables a decrease of 13 dB in the mse. Furthermore, a comparison of Fig. 3(a) and (b) indicates that the SNR intersection point between the corresponding mse curves increases as we decrease the NLR [as expected from (44)]. Clearly, for high SNR conditions, as the NLR increases, the mse associated with the linear model increases, while the relative improvement achieved by the nonlinear model becomes larger. This was accurately described by the theoretical error analysis in Section IV [see Fig. 2]. It should be noted that similar results are obtained for other (fixed) values of \( K \).

Next, in order to determine the influence of the number of estimated crossband filters on the mse performance, we employ several values of \( K \) and seek for the optimal one that achieves the lowest mse for every SNR value. Fig. 4 shows the resulting mse curves \( e_0(K) \) and \( e_1(K) \) as a function of the SNR, as obtained for an NLR of 0 dB [Fig. 4(a)] and -20 dB [Fig. 4(b)]. The optimal value of \( K \) is indicated above the corresponding mse curves. Note that each \( K \) is indicated at a certain SNR value that represents the center of the segment for which the mse is attained by that specific \( K \). For example, \( K = 0 \) written above

\[
\text{Fig. 3. MSE curves as a function of the SNR for white Gaussian signals, as obtained by the STFT model (10) using a purely linear model [\( e_0(0) \); solid] and a nonlinear one [\( e_1(0) \); dashed]. For both models, a fixed value of \( K = 0 \) is assumed for the linear component (i.e., only the band-to-band filters are estimated). The true system is formed as a combination of linear and quadratic components, where the latter is modeled according to (48). (a) Nonlinear-to-linear ratio (NLR) of 0 dB. (b) NLR of -20 dB.}
\]
results are obtained for a smaller NLR value [Fig. 4(b)], with the only difference is that the two curves intersect at a higher SNR value. Decreasing the NLR expectedly improves the mse achieved by the linear model at high SNR values, and correspondingly decreases the nonlinear undermodeling error.

In the second experiment, we demonstrate the applicability of the theoretical derivations in a more realistic scenario, where the STFT model does not admit an exact description of the unknown system. Specifically, the system to be identified is represented by a second-order Volterra filter [10], [14], which can be expressed by (46) with a nonlinear component of the form

\[
\{Lx\}(n) = \sum_{m=0}^{N_2} \sum_{\ell=0}^{N_2-1} h_2(m, \ell)x(n-m)x(n-\ell)
\]

where \(h_2(m, \ell)\) is the quadratic Volterra kernel and \(N_2\) is its memory length. The quadratic kernel used in this experiment was taken from a real nonlinear acoustic echo cancellation scenario, where a loudspeaker is fed with a far-end signal \(x(n)\) at high volume, thus introducing non-negligible nonlinear distortion (for further details, see [33]). In the following, in addition to the STFT model, we also evaluate the undermodeling errors in the time domain by fitting a second-order Volterra model with a reduced-size quadratic kernel. Accordingly, the resulting estimator for the system output is given by

\[
\hat{y}_2(n) = \sum_{m=0}^{N_1} \hat{t}_2(m)x(n-m)
\]

\[
+ \gamma \sum_{m=0}^{N_2-1} \sum_{\ell=m}^{N_2-1} \hat{t}_2(m, \ell)x(n-m)x(n-\ell)
\]

Where \(\hat{t}_2(m)\) and \(\hat{t}_2(m, \ell)\) are the linear and quadratic Volterra kernels of the model, respectively, with \(N_1\) and \(N_2(\leq N_2)\) being their corresponding memory lengths. Note that for the quadratic kernel of the model in (50), the triangular Volterra representation is used [10]. As in the STFT model, the parameter \(\gamma \in \{0, 1\}\) in (50) controls the nonlinear undermodeling and determines whether the nonlinear component is also included in the model. The parameters of the Volterra model are estimated offline using an LS criterion (see e.g., [14] and [33]), and the resulting mse is compared to that achieved by the STFT model. We use \(N_2 = 8\) for the true system (49), and \(N_1 = N_2 = 768\) and \(N_2 = 40\) for the model (50).

Fig. 5 shows the resulting mse curves as a function of the SNR for a 0 dB NLR, as obtained for a white Gaussian input signal [Fig. 5(a)] and a real speech signal [Fig. 5(b)]. For both time-

---

**TABLE I**

<table>
<thead>
<tr>
<th>(K)</th>
<th>(\epsilon_0(K)) [dB]</th>
<th>(\epsilon_1(K)) [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-0.42</td>
<td>-3.17</td>
</tr>
<tr>
<td>1</td>
<td>2.41</td>
<td>-3.82</td>
</tr>
<tr>
<td>2</td>
<td>3.98</td>
<td>-4.29</td>
</tr>
<tr>
<td>3</td>
<td>5.36</td>
<td>-4.91</td>
</tr>
<tr>
<td>4</td>
<td>6.36</td>
<td>-5.51</td>
</tr>
</tbody>
</table>

---

**Fig. 4.** MSE curves as a function of the SNR for white Gaussian signals, as obtained by the STFT model \((10)\) using a purely linear model \([\epsilon_0(K)]\); solid and a nonlinear one \([\epsilon_1(K)]\); dashed. The optimal value of \(K\) is indicated above the corresponding mse curves (light and dark fonts, respectively). The true system is formed as a combination of linear and quadratic components, where the latter is modeled according to \((48)\). (a) Nonlinear-to-linear ratio (NLR) of 0 dB. (b) NLR of -20 dB.

the curve \(\epsilon_0(K)\) in Fig. 4(a) indicates that for \(-40 < \text{SNR} < 0\), the mmse is achieved by ignoring all crossband filters \((K = 0)\). Expectedly, Fig. 4 confirms that as the SNR increases, the optimal \(K\) increases, and consequently a larger number of crossband filters should be estimated to attain the mse, both for the linear \([\epsilon_0(K)]\) and nonlinear \([\epsilon_1(K)]\) models. Clearly, for high SNR conditions, the nonlinear model is considerably more advantageous. Specifically for a 30-dB SNR, Fig. 4(a) shows that a substantial decrease of 25 dB is achieved by the nonlinear model, relative to that obtained by the linear one. The mse values obtained by each value of \(K\) for a 0-dB NLR and for various SNR conditions are specified in Table I. One can observe that for an SNR value of 35 dB, for instance, a significant improvement of approximately 11 dB over a linear model with \(K = 4\) is achieved by a nonlinear model with only \(K = 0\), which substantially reduces the complexity of the model. Note that similar
and STFT-based approaches and for every SNR value, we utilize either a linear or a nonlinear model and specify near each curve the optimal model structure and order \( (K) \) that achieve the mmse. Fig. 5(a) confirms that the theoretical results derived in Sections III and IV are valid also in this more realistic scenario when the system cannot be accurately described by the model. Specifically, we observe that for both Volterra and STFT approaches, the inclusion of a nonlinear component in the model is preferable only for high SNR conditions. For the STFT approach, such high SNR conditions enable the estimation of more crossband filters for achieving the mmse. In addition, we observe that for relatively high SNRs, the STFT model is considerably more advantageous than the time-domain Volterra model. For instance, for an SNR of 20 dB, the STFT model enables a decrease of approximately 14 dB in the mse using \( K = 3 \). Note that similar results are obtained for real speech input signals [Fig. 5(b)], which verifies that the theoretical derivations are not restricted by the Gaussian assumption made in Section III, but also applicable for non-Gaussian excitation signals. Clearly, the Volterra model is not sufficient for identification of long-memory systems, as the one represented by (46) and (49), since such systems necessitate long-Volterra kernels, which cannot be practically employed in real applications. Besides its improved estimation accuracy, the STFT-based approach also provides a significant reduction in computational cost over the time-domain Volterra approach. A detailed comparison between these two approaches in terms of estimation accuracy and computational cost is given in [33], and the reader is referred to there for further details.

VI. CONCLUSION

We have provided an explicit analysis for undermodeling errors in quadratically nonlinear system identification in the STFT domain. The model employed for system identification consists of a parallel connection of a linear component, which is represented by crossband filters between subbands, and a quadratic component, modeled by multiplicative cross-terms. We showed that the inclusion of the quadratic component in the model is preferable only for high SNR conditions and slowly time-varying systems (which enables to use longer observable data). A significant improvement in mse performance is then achieved compared to using a purely linear model. This improvement in performance becomes larger as the nonlinearity becomes stronger. On the other hand, as the SNR decreases or as the time variations in the system become faster, a lower mse is attained by allowing for nonlinear undermodeling and employing only the linear component in the estimation process. Furthermore, we showed that increasing the number of crossband filters in the linear component does not necessarily imply a lower mse. For every noise level, whether a linear or a nonlinear model is employed, there exists an optimal number of crossband filters, which increases as the SNR increases. Experimental results have supported the theoretical derivations.

It should be mentioned that the analysis provided in this paper does not concern the problem of controlling the model structure (linear or nonlinear) or the model order (number of crossband filters). It rather concentrates on proving the existence of such optimal values. Accordingly, future research will concentrate on constructing a fully control scheme, which chooses the optimal structure of the model as well as its optimal order, and may consequently be more efficient in estimating real-world non-stationary systems.

APPENDIX I

DERIVATION OF (33)

Denoting \( g(n) = (k - K + ([n/M_1]) \mod N) \), the \((m, \ell)\)th term of \( \Omega_\beta \) from (30) can be written as

\[
(\Omega_\beta)_{m,\ell} = \sum_{n \in \mathbb{Z}} \mathbbm{E}\left\{ x^*_{\tau(n)\tau - m\mod N} \cdot M_{g(n)^2} x_{\tau(k - m, \ell)\mod N \cdot 2^\ell} \times x^*_{q - m\mod N} \cdot M_{g(n)^2} x_{\tau(k - f_\ell)\mod N} \right\}
\]  

(51)
where \( m_k = m \) if \( m \leq k/2 \), and \( m_k = m + k/2 \) otherwise, and \( \ell_k \) is defined similarly. By using the sixth-order moment factoring theorem for zero-mean complex Gaussian samples [46, p. 68], (51) reduces to products of different combinations of second-order moments, as follows:

\[
(\Omega_3)_{m, \ell} = \sum_{i=1}^{6} \omega_i
\]

where

\[
\omega_1 = \sum_{n,r,q} E \left\{ x^*_{r,m_r,x^*_{q,n} \mod M,g(n)} \right\} \\
\times E \left\{ x^*_{r,(k-m_k) \mod N} x^*_{q,\ell_k} \right\} \\
\times E \left\{ x^*_{q,n} \mod M,g(n) x^*_{q,(k-\ell_k) \mod N} \right\}
\tag{53a}
\]

\[
\omega_2 = \sum_{n,r,q} E \left\{ x^*_{r,m_r,x^*_{q,n} \mod M,g(n)} \right\} \\
\times E \left\{ x^*_{r,(k-m_k) \mod N} x^*_{q,(k-\ell_k) \mod N} \right\} \\
\times E \left\{ x^*_{q,n} \mod M,g(n) x^*_{q,k} \right\}
\tag{53b}
\]

\[
\omega_3 = \sum_{n,r,q} E \left\{ x^*_{r,m_r,x^*_{q,n} \mod M,g(n)} \right\} \\
\times E \left\{ x^*_{r,(k-m_k) \mod N} x^*_{q,n} \mod M,g(n) \right\} \\
\times E \left\{ x^*_{q,(k-\ell_k) \mod N} \right\}
\tag{53c}
\]

\[
\omega_4 = \sum_{n,r,q} E \left\{ x^*_{r,m_r,x^*_{q,n} \mod M,g(n)} \right\} \\
\times E \left\{ x^*_{r,(k-m_k) \mod N} x^*_{q,n} \mod M,g(n) \right\} \\
\times E \left\{ x^*_{q,(k-\ell_k) \mod N} \right\}
\tag{53d}
\]

\[
\omega_5 = \sum_{n,r,q} E \left\{ x^*_{r,m_r,x^*_{q,n} \mod M,g(n)} \right\} \\
\times E \left\{ x^*_{r,(k-m_k) \mod N} \right\} \\
\times E \left\{ x^*_{q,n} \mod M,g(n) x^*_{q,\ell_k} \right\}
\tag{53e}
\]

\[
\omega_6 = \sum_{n,r,q} E \left\{ x^*_{r,m_r,x^*_{q,n} \mod M,g(n)} \right\} \\
\times E \left\{ x^*_{r,(k-m_k) \mod N} x^*_{q,n} \mod M,g(n) \right\} \\
\times E \left\{ x^*_{q,n} \mod M,g(n) x^*_{q,n} \mod M,g(n) \right\}
\tag{53f}
\]

Due to the whiteness property of \( x_{p,k} \), each term \( \omega_i \) in (53) can be written as products of delta-functions, which impose certain conditions on both the matrix indexes \( m \) and \( \ell \), and the summation indexes \( n,r,q \). Specifically for \( \omega_1 \), the whiteness property of \( x_{p,k} \) yields

\[
\omega_1 = \sigma^6_x \sum_{n,r,q} \delta_{m,n-m} \delta_{\ell,\ell_k} \delta_{r-q} \delta_{r,(k-m_k) \mod N} \\
\times \delta_{r,(k-\ell_k) \mod N} g(n) 
\tag{54}
\]

Since the dependence of \( \omega_1 \) on \( r \) and \( q \) is only via \( \delta_{r-q} \), and since \( r \) and \( q \) range from 0 to \( P - 1 \), the double summation over \( r \) and \( q \) may be replaced by a multiplication of \( \omega_1 \) by \( P \).

Moreover, it is easy to verify from the conditions imposed on \( m \) and \( \ell \) that the condition \( m = \ell \) must be satisfied. Nonetheless, the range of \( m \) (and \( \ell \)) that contributes to \( \omega_1 \) is bounded by the conditions imposed on the index \( n \). Specifically, \( n \) should satisfy \( n \mod M = 0 \) [recall that \( n \) ranges from 0 to \( (2K+1)M-1 \)], and \( m \) satisfies the following:

\[
m_k = g(n) = \left( k-K + \left\lfloor \frac{n}{M} \right\rfloor \right) \mod N 
\tag{55a}
\]

\[
m_k = (k-\ell_k) \mod N 
\tag{55b}
\]

\[
\ell_k = (k-m_k) \mod N 
\tag{55c}
\]

Using the definitions of \( m_k \) and \( \ell_k \), it can be shown that the last two conditions reduce to \( m_k = \ell_k \in \{k/2, (k+N)/2 \} \). Also, since \( n \in \{0, 1, \ldots, (2K+1)M-1 \} \), (55a) implies that \( m_k \in \mathcal{A}_k \) where

\[
\mathcal{A}_k \triangleq \{(k-K+n_1) \mod N \} \mbox{ for } n_1 \in \{0, \ldots, 2K \} 
\tag{56}
\]

Then, from the above discussion, \( \omega_1 \) from (53a) may be written as

\[
\omega_1 = \sigma^6_x P g m_{m-k} \delta_{m_k} \in \mathcal{A}_k 
\tag{57}
\]

where

\[
\mathcal{L}_1 = \left[ \frac{k}{2}, \frac{k+N}{2} \right] \cap \mathcal{A}_k 
\tag{58}
\]

Following a similar analysis, it can be verified that

\[
\omega_i = \sigma^6_x P g m_{m-k} \delta_{m_k} \in \mathcal{A}_k; \quad \text{for } i = 2, 3, 5 
\tag{59}
\]

where

\[
\mathcal{L}_2 = \left\{ \left[ 0, \frac{k}{2} \right] \cup \left[ k+1, \frac{k+N}{2} \right] \right\} \cap \mathcal{A}_k 
\tag{60}
\]

\[
\mathcal{L}_3 = \left\{ \left[ 0, \frac{k}{2} \right] \cup \left[ k+1, \frac{k+N}{2} \right] \right\} \cap \mathcal{A}_0 
\tag{61}
\]

and

\[
\mathcal{L}_5 = \left[ \frac{k}{2}, \frac{k+N}{2} \right] \cap \mathcal{A}_0 
\tag{62}
\]

Concerning \( \omega_4 \) and \( \omega_6 \), the whiteness property of \( x_{p,k} \) straightforwardly implies that their values do not depend on the index \( n \). Consequently, the summation over \( n \) in (53d) and (53f) can be replaced by a multiplication by \( (2K+1)M \), obtaining

\[
\omega_4 = \sigma^6_x P (2K+1) M \delta_{m-k} 
\tag{63}
\]

\[
\omega_6 = \sigma^6_x P (2K+1) M \delta_{m-k} \in \left\{ \frac{1}{2}, \frac{3}{2} \right\} 
\tag{64}
\]

Substituting (57)–(64) into (52) yields (33).

**Appendix II**

**Evaluation of \( \epsilon_{22} \)**

**A. Derivation of (36)**

Similarly to (24), we can use the ergodicity property of \( x_{p,k} \) to approximate the \( (m, \ell) \)th term of \( \varLambda_k^H \varLambda_k \) as

\[
(\varLambda_k^H \varLambda_k)_{m, \ell} \\
= \sum_{n} x^*_{n,m_r,x^*_{n,\ell_k,x^*_{n,(k-m_k) \mod N} \mod N}} x^*_{n,(k-\ell_k) \mod N} \\
\approx PE \left\{ x^*_{n,m_r,x^*_{n,\ell_k,x^*_{n,(k-m_k) \mod N} \mod N}} \right\} 
\tag{65}
\]
By using the fourth-order moment factoring theorem for zero-mean complex Gaussian samples [46, p. 68], (65) can be rewritten as

\[
(\mathbf{A}_k^H \mathbf{A}_k)_{m,\ell} = PE\{x_{n,mk}^* x_{n,\ell k}\} \\
\times E \left\{ x_{n,(k-mk) \mod N}^* x_{n,(k-\ell k) \mod N} \right\} \\
+ PE\{x_{n,mk}^* x_{n,(k-\ell k) \mod N}\} \\
\times E \left\{ x_{n,(k-mk) \mod N}^* x_{n,\ell k} \right\}
\]

(66)

which reduces to

\[
(\mathbf{A}_k^H \mathbf{A}_k)_{m,\ell} = P\sigma_x^2 \delta_{mk-\ell k} \delta_{(k-mk) \mod N} \delta_{(k-\ell k) \mod N}
\]

(67)
due to the whiteness property of \( x_{pk} \). The first term in (67) is nonzero only if \( mk = \ell k \), and the second term is nonzero only if \( mk = (k-\ell k) \mod N \) and \( \ell k = (k-mk) \mod N \). Recall that \( mk = m \) if \( m \leq k/2 \), and \( mk = m+k/2 \) otherwise (\( \ell k \) is defined similarly), then (67) reduces to

\[
(\mathbf{A}_k^H \mathbf{A}_k)_{m,\ell} = P\sigma_x^2 \delta_{m\ell} \left[ 1 + \delta_{m\in \left\{ \frac{k}{2}, \frac{N}{2} \right\}} \right].
\]

(68)

Let \( \mathbf{I}_{N/2+1} \) denote an \((N/2+1) \times (N/2+1)\) diagonal matrix whose \((m,\ell)\)th term satisfies

\[
(\mathbf{I}_{N/2+1})_{m,\ell} = \begin{cases} 0.5, & m \in \left\{ \frac{k}{2}, \frac{N}{2} \right\} \\ 1, & \text{otherwise}. \end{cases}
\]

(69)

Then, substituting (68) into \( \Theta_1 \) from (35), we obtain

\[
(\Theta_1)_{m,\ell} = \frac{1}{P\sigma_x^2} \sum_{n,\ell} E \left\{ (\mathbf{A}_k^H \mathbf{I}_{N/2+1} \mathbf{A}_k)_{n,\ell} \right\}
\]

\[
= \frac{1}{P\sigma_x^2} \sum_{n,\ell} E \left\{ x_{n,mk}^* x_{n,\ell k} \delta_{(k-mk) \mod N} \right\}
\]

\[
= 0.5 \delta_{n-k/2} - 0.5 \delta_{n+N/2}
\]

\[
\times x_{q,n}^* x_{q,k} \right\}
\]

(70)

which can be expressed as

\[
(\Theta_1)_{m,\ell} = \theta_1 - 0.5 \left[ \theta_2 \left( \frac{k}{2} \right) + \theta_2 \left( \frac{N+k}{2} \right) \right]
\]

(71)

where

\[
\theta_1 = \frac{1}{P\sigma_x^2} \sum_{n,\ell} E \left\{ \delta_{n,(k-mk) \mod N} \right\}
\]

\[
\times x_{q,n}^* x_{q,k} \delta_{(k-mk) \mod N}
\]

\[
\times x_{q,k} \right\}
\]

(72)

and

\[
\theta_2(k) = \frac{1}{P\sigma_x^2} \sum_{n,\ell} E \left\{ \delta_{n,(k-mk) \mod N} \right\}
\]

\[
\times x_{q,k} \right\}
\]

(73)

Equations (72) and (73) may be evaluated by using the Gaussian sixth-order moment factoring theorem, as applied in (33) for deriving the \((m,\ell)\)th term of \( \Theta_2 \) (see Appendix I). Then, following a similar analysis to that given in Appendix I, we obtain explicit expressions for both \( \theta_1 \) and \( \theta_2(k) \):

\[
\theta_1 = \sigma_x^2 \delta_{m\ell} - \frac{3\delta_{m\in \left\{ \frac{k}{2}, \frac{N}{2} \right\}}}{M} + \frac{N}{2} + 3
\]

(74)

and

\[
\theta_2(k) = \sigma_x^2 \delta_{m\ell} \left[ 4\delta_{m\in \left\{ \frac{k}{2}, \frac{N}{2} \right\}} + 2 \right].
\]

(75)

Substituting (74) and (75) into (71) yields (36).

B. Derivation of (37)

The \((m,\ell)\)th term of \( \Theta_3 \) from (35) can be written as

\[
(\Theta_3)_{m,\ell} = \sum_n E \left\{ x_{n,mk}^* x_{n,\ell k} \delta_{(k-mk) \mod N} \right\}
\]

(76)

The forth-order moment in (76) was already derived in Appendix II-A, and is given by [see (65)–(67)]

\[
E \left\{ x_{n,mk}^* x_{n,\ell k} \right\}
\]

\[
= \sigma_x^4 \delta_{m\ell} \delta_{(k-mk) \mod N} \delta_{(k-\ell k) \mod N}
\]

\[
+ \sigma_x^4 \delta_{m\ell} \delta_{(k-mk) \mod N} \delta_{(k-\ell k) \mod N}
\]

(77)

where the last equation follows from (68). Since (77) does not depend on \( n_1 \) and \( n_2 \) ranges from 0 to \( P - 1 \), the summation in (76) can be replaced by multiplication by \( P \), which yields (37).
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