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Multimodal data:

Çὔpairs of samples (data points):

○ȟ◌ ȟ○ ᶰד ȟ◌ ᶰד
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Multimodal data:

Çὔpairs of samples (data points):

○ȟ◌ ȟ○ ᶰד ȟ◌ ᶰד

ÇThe data points are aligned
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Different sources: 

ÇCommon 

ÇModality specific 

ÅProblem setup

○ ○ ●ȟ◐
◌ ◌ ●ȟ◑
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ÅExample - sound source activity detection

ÇGiven audio visual signals:

ÇGoal: for each frame, estimate the activity of the common source:

●
ρ Ƞὲᶰ꞊
π Ƞὲᶰ꞊

t
○ȟ◌ , ○ȟ◌ ȟ ȣ ȟ○ȟ◌



ÅExample - sound source activity detection

ÇGiven audio visual signals:

ÇSpecial case: voice activity detection

ÇChallenge: structured modality-specific interferences

ÁHead movements (we do no preprocessing)

ÁAcoustic noises and transients

t
○ȟ◌ , ○ȟ◌ ȟ ȣ ȟ○ȟ◌
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ÅProblem setup ςcontΩd

ÇAny type of modality

ÇPossibly, multiple modalities (more than two)

ÇUnsupervised  setting ςno labels

ÇThe signals is the data

ÁNo external training datasets

ÇOnline/batch 



ÅProblem setup ςcontΩd

Goal:

ÇData fusion

ÇUnified representation: ꜚ ╝ᶰד

○ ●ȟ◐ȟ◌ ●ȟ◑ ᴼꜚ ●

ÇReduce the effect of structured interferences



ÅRelated open questions

ÇLimited availability of sensors over time

○ ●ȟ◐ᴼꜚ ●

ÁDo I need the data from all of the modalities?

ÇMulti-modal correspondence

ÁάCorrelationέ

Multimodal Signal Processing on Manifolds



ÅManifold learning

We take the kernel based geometric 

approach

Multimodal Signal Processing on Manifolds



ÇGeometric assumption: low dimensional structure

ÇGoal: a representation that respects the geometric structure

ÇPreserve local affinities

Background - the single modal case

○
○

‰ ‰□



Diffusion Maps (Coifman& Lafon 06):

ÇConstruct an affinity matrix ╚ᶰᴙ : ὑὲȟά ÅØÐ
ȿȿ○ ○ ȿȿ

Manifold learning - the single modal case

é

é

○
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Graph interpretation [Keller et al 10Ω]

ÇEach point is a vertex

ÇThe weights of the edges:

ὑ ὲȟά ÅØÐ
○ ○

ÇAn edgeexists between similarpoints

Çȿȿ○ ○ ȿȿ  ᴼ ὑ ὲȟά π

Manifold learning - the single modal case

○
○□

Ѝ



Graph interpretation [Coifman& Lafon 06, Keller et al 10Ω]

ÇAssumption: a single geometric structure

ÇA necessary condition: a connected graph 

Ç In particular: 

Áeach point is connected

(to at least one other point)

Manifold learning - the single modal case

○
○□

Ѝ



ÇThe tradeoff  in kernel bandwidth () selection trade-off

Manifold learning - the single modal case

Kernel Based Multimodal Signal Processing

ὑ ὲȟά ÅØÐ

○
○□

Ѝ
○
○□

Ѝ

Too large kernel bandwidth

Wrong affinities

Too small kernel bandwidth

Disconnected graph



Diffusion Maps (Coifman& Lafon 06):

ÇRow Normalize :╚ᴼ╜ ╓ ╚

ÇEigenvector decomposition of ╜

Çꜚ is the ὲth row:

Manifold learning - the single modal case

ȣ

ꜚ



ÅRelated studies ςmultimodal case 

Kernel based approaches:

ÇConstruct anaffinity kernel ╚ ᶰᴙ ȡ

ὑ ὲȟά ÅØÐ
○ ○



ÇCombine the data:

╚ Ὢ╚ȟ╚

[Wang 12Ω, Lindenbaumet al. 15Ω, Michaeli et al. 16Ω,  Vestner et al 17Ω]



ÅRelated studies ςmultimodal case

ÇFusion by the product of kernels: 

╜ ╜ ╜

╜ ȟ╜ normalized versions (row stochastic) of ╚ȟ╚

ÇAnalysis in [Lederman & Talmon16Ω, Talmon& Wu 18Ω]:

ÁRepresentation according to common factors:

Ἶ ●ȟ◐ȟἿ ●ȟ◑ ᴼꜚ ●

ÁAlternating diffusion



ÅLimitations of the analysis

ÇWhat is the roll of the affinity kernel in the fusion process?

ὑ ὲȟά ÅØÐ
○ ○

ÇHow to select the kernel bandwidths , ?

ÇHow the intensities of ὀȟὁȟὂ(άSNRέ) effects the fusion?



ÅMain contributions

ÇGraph theoretic analysis of the product of kernels: 

╜ ╜ ╜

ÇImproved fusion via proper selection of the kernel 

bandwidth

ÇAddress the task of sound source activity detection 

ÇOnline setting and missing data

ÇThe problem of multimodal correspondence

ÁAudio localization in video

ὑ ὲȟά ÅØÐ



ÇThe kernel product defines a multi-modal graph.

ÇPoints ὲand άare connected if ╜ ȟ π

Modality 1 

Graph

Modality 2

Graph
Multi-modal

Graph

ÅProposed graph interpretation ςmulti-modal case 

Kernel Based Multimodal Signal Processing

ὑ ὲȟά

ÅØÐ

ὑ ὲȟά

ÅØÐ
╜ ╜ ╜



ÅProposed graph interpretation ςmulti-modal case

ÇA point in the multi-modal graph is connected iff it is 

connected at least  in one of the modalities

Proposition1 [Dov, Talmon, and Cohen IEEE TSP 16ô]: 

ὲᶅȟɱά ὲÓÕÃÈÔÈÁÔὓὲȟά πÉÆÆ
ὲᶅȟɱά ὲÓÕÃÈÔÈÁÔὓ ὲȟά πÏÒὓ ὲȟά π

Modality 1 Graph Modality 2 Graph Multi-modal Graph



ÇThe multi-modal graph may be connected even if the single-

modal graphs are disconnected

ÇPrevious studies require the same connectivity as in the single 

modal case

ÇThe kernel bandwidth may be significantly reduced

ÅProposed graph interpretation ςmulti-modal case

Modality 1 Graph Modality 2 Graph Multi-modal Graph

ὑ ὲȟά

ÅØÐ

ὑ ὲȟά

ÅØÐ
╜ ╜ ╜



ÇWe relate between:

ÁThe kernel bandwidth 

ÁAverage number of connections to each point

ÅProposed analysis of kernel bandwidth selection

Ѝ
Ѝ
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ÇAssume a statistical model:

ÁThe connectivity between a pair of points:

ὲȟά
ρ ×ȢÐȢױὴ
π ÏÔÈÅÒ×ÉÓÅ

ÁIID

ÁCross-modality independence

ÅProposed analysis of kernel bandwidth selection



ÅProposed analysis of kernel bandwidth selection

ÇWe study the relation between the average number of 

connections in the single & multi-modal graphs

ÇDefine the average number of connections: 

ÁὛ - modality 1 

ÁὛ - modality 2

ÁὛ - multi-modal

Proposition 2 [Dov, Talmon, and Cohen IEEE TSP 16ô]: 

the average number of connections in the multi-modal 

case: Ὓ
ᴼ
ὛὛ



ÇThe tradeoff  in kernel bandwidth () selection trade-off

The tradeoff

Kernel Based Multimodal Signal Processing

Too large kernel bandwidth

Wrong affinities

Too small kernel bandwidth

Disconnected graph

Ὓ
ᴼ
ὛὛ



ÅProposed algorithm for kernel bandwidth selection

Algorithm outline:

ÇSelect the kernel bandwidth as in the single-modal case

ÇEstimate the average number of connections  Ὓ:

Á ὔ ρ Ƕὴ В В ὑ ὲȟά

ÇReduce the kernel bandwidth until:

$! 

via an iterative search



ÅSound source activity detection

ÇGiven audio visual signals:

ÇGoal: for each frame, estimate the activity of the common source:

●
ρ Ƞὲᶰ꞊
π Ƞὲᶰ꞊

t
○ȟ◌ , ○ȟ◌ ȟ ȣ ȟ○ȟ◌



ÅProposed algorithm for sound source activity detection

Proposed algorithm outline:

ÇConstruct the improvedaffinity kernels:╜ ÁÎÄ╜

ÇFuse the modalities: ╜ ╜ ╜

ÇUse the leading eigenvector ꜚ ᶰὙ

ÇActivity indicator:

ρ ●
ρ Ƞ‰ ὲ †
π ȠÏÔÈÅÒ×ÉÓÅ



ÅExperimental Results

ÇVoice activity detection. Transient type: 

hammering 


