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Abstract

In this thesis, we address the speech enhancement problem by exploiting bone-conducted and air-conducted microphones. A bone-conducted microphone, being less sensitive to surrounding noise, may be utilized to complement a regular air-conducted microphone in noisy environments. However, since the high frequency components of bone-conducted microphone signals are attenuated significantly due to transmission loss, the quality of speech signals acquired by a bone-conducted microphone is relatively low. On the other hand, although an air-conducted microphone picks up the full-band speech, it is less immune to environmental noise. Therefore, we wish to enhance the speech signal by combining both microphones and producing high quality speech signal with low background noise.

Existing multisensory speech enhancement methods may be classified into two main categories, according to the role of the bone-conducted microphone: In one category, the bone-conducted microphone is used as a supplementary sensor, whereas in the other category the bone-conducted microphone is used as a dominant sensor. Implementation in the first category relies on the accuracy of a voice activity detection or pitch extraction facilitated by the bone-conducted microphone. When the bone-conducted microphone is exploited as the main acquisition sensor, algorithms are related to either equalization, analysis-and-synthesize, probabilistic approaches. Generally, equalization approaches reconstruct the clean speech through an FIR filter of the pre-enhanced air and bone conducted speech spectra ratio. Similar to equalization approaches, analysis-and-synthesize methods require a speech enhancement procedure priorly, whereas the reconstruction filter is the ratio of the linear prediction model of both speech signals. With Gaussian noise hypothesis in air and bone channels, probabilistic approaches can be conducted either in a maximum likelihood sense or a minimum mean square error sense. According to various
assumptions of speech and noise models, more complicated algorithms have been proposed as well, such as non-linear information fusion, model-based fusion, and bandwidth extension.

In this thesis, clean speech is restored through a family of functions named geometric harmonics, i.e., eigenfunction extensions of a Gaussian kernel. Geometric harmonics can describe the geometry of high dimensional data and extend these descriptions to new data points, as well as the function defined on the data. In our case, the high dimensional data is defined by concatenation of air-conducted and bone-conducted speech in the short time Fourier transform (STFT) domain. A nonlinear mapping to the STFT of clean speech defined on the new concatenation of speech signals can be obtained by a linear combination of geometric harmonics.

Application of geometric harmonics requires a careful setting of the correct extension scale and condition number. As a result, a multi-scale Laplacian pyramid extension is utilized to avoid scale tuning. Based on the kernel regression scheme, Laplacian pyramid extension approximates the residual of the previous representation via a series of Gaussian kernels.

Experiments are conducted on simulated air-conducted and bone-conducted speech in interfering speaker and Gaussian noise environments. Geometric methods provide a consistent reconstruction of speech spectrograms in a variety of noise levels and categories. Log spectral distance results obtained using the proposed methods are compared to an existing probabilistic approach. We show that the Laplacian pyramid method outperforms the other methods.
Notation

$A(k,l)$ Spectral speech amplitude

$a^{AC}(i)$ $i$th LP coefficient of AC speech

$a^{BC}(i)$ $i$th LP coefficient of BC speech

$B(l,k)$ BC speech in STFT domain

$D(f)$ BC speech distortion spectral

$e^{AC}(n)$ Excitation from AC speech

$e^{BC}(n)$ Excitation from BC speech

$G(f)$ Multichannel wiener filter

$G^c(f)$ Constrained multichannel wiener filter

$G_t$ Leakage of background noise into the bone sensor

$G_{H_1}$ Filter for speech presence

$G_{H_0}$ Filter for speech absence

$g_{xt}$ Scales $\hat{X}_t$ to match the clean speech $X_t$

$\hat{H}_{INV}$ Linear prediction filter

$H(l,k)$ Filter of bone-conducted speech in STFT domain

$H_d(f)$ BC speech transfer function

$H_0(k,l)$ Hypotheses for speech absence

$H_1(k,l)$ Hypotheses for speech presence

$H_t$ Optimal linear mapping from $X_t$ to $B_t$

$\hat{h}^{INV}$ Equalization filter in Discrete Fourier transform domain

$h(t)$ Filter of bone-conducted speech in time domain

$M_t$ Index of the mixture of distributions

$N_f$ Complex Fourier transform at frequency $f$ of the noise signal

$n_f$ Log spectrum at frequency $f$ of the noise signal
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\begin{itemize}
\item \( n(t) \): Noise in time domain
\item \( P_d \): Distortion speech power spectrum
\item \( P_n \): Noise speech power spectrum
\item \( P_s \): Clean speech power spectrum
\item \( p(k,l) \): Conditional signal presence probability
\item \( \hat{q}(k,l) \): A priori probability for speech absence
\item \( S_t \): State (speech/non-speech) of the frame
\item \( s_x \): Speech state
\item \( U_t \): Sensor noise in the air channel
\item \( V_t \): Background noise
\item \( W_t \): Gaussian kernel
\item \( W_t \): Sensor noise in the bone channel
\item \( W_{1,2,3} \): Weights for information fusion filter
\item \( X(l,k) \): Clean speech in STFT domain
\item \( X_f \): Complex Fourier transform at frequency \( f \) of the clean signal
\item \( X_{AC} \): Discrete Fourier transform of AC speech
\item \( X_{BC} \): Discrete Fourier transform of BC speech
\item \( \hat{X}_t \): Magnitude-normalized complex spectra
\item \( x \): Narrowband MFCC feature vector
\item \( x_f \): Log spectrum at frequency \( f \) of the clean signal
\item \( x_{VTR} \): VTRs sequence
\item \( x(t) \): Clean speech in time domain
\item \( Y(l,k) \): Noisy speech in STFT domain
\item \( Y_f \): Complex Fourier transform at frequency \( f \) of the noisy signal
\item \( Y_1(l,k) \): AC speech in STFT domain
\item \( Y_2(l,k) \): BC speech in STFT domain
\item \( Y_3(l,k) \): Synthesized speech in STFT domain
\item \( y \): Noisy narrowband MFCC feature vector
\item \( y_f \): Log spectrum at frequency \( f \) of the noisy signal
\item \( y(t) \): Noisy speech in time domain
\item \( z \): Wideband MFCC feature vector
\end{itemize}
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi_l$</td>
<td>Eigenvectors of Gaussian kernel</td>
</tr>
<tr>
<td>$\lambda_l$</td>
<td>Eigenvalues of Gaussian kernel</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Condition number</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Signal coherence</td>
</tr>
<tr>
<td>$\hat{\xi}(k,l)$</td>
<td>A priori SNR</td>
</tr>
<tr>
<td>$\zeta(k,l)$</td>
<td>Recursive average of the a priori SNR</td>
</tr>
</tbody>
</table>
## Abbreviations

<table>
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<tr>
<th>Abbreviation</th>
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</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>Air Conducted</td>
</tr>
<tr>
<td>AMDF</td>
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</tr>
<tr>
<td>ANN</td>
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<td>ANC</td>
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<tr>
<td>ASMDF</td>
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<tr>
<td>BC</td>
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<td>CMS</td>
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<td>EGG</td>
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<td>KMs</td>
<td>Kernel Methods</td>
</tr>
<tr>
<td>LP</td>
<td>Linear Prediction</td>
</tr>
<tr>
<td>LPF</td>
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</tr>
<tr>
<td>LSD</td>
<td>Log-Spectral Distortion</td>
</tr>
<tr>
<td>LSF</td>
<td>Line Spectral Frequencies</td>
</tr>
<tr>
<td>MCRA</td>
<td>Minima Controlled Recursive Averaging</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum Likelihood</td>
</tr>
<tr>
<td>MFCC</td>
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</tr>
<tr>
<td>MMSE</td>
<td>Minimum Mean Square Error</td>
</tr>
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Chapter 1

Introduction

1.1 Background

1.1.1 Speech Enhancement

When speech signals are acquired by microphones, various sources of noise may be accidentally encompassed as well, including car noise, construction noise and other unexpected environmental noises. Simply as conducting a conversation on cellphones, the voice contaminated by the surrounding environment on one side will degrade the user experience on the other side, let alone the noise induced by communication. Improving the quality of degraded speech, as a result, is strongly needed for comfortable communication. Speech enhancement, apart from mobile phones, has a wide range of applications including Voice over IP (VoIP), teleconferencing systems, speech recognition, and hearing aids.

There are generally two main categories of speech enhancement methods with respective to the category of the noise [34]. For additive noise, spectral subtraction, Wiener filtering, model-based processing and auditory masking are commonly used classical approaches. Spectral subtraction optimal in the maximum likelihood (ML) sense and Wiener filtering optimal in the minimum mean square error (MMSE) sense can be viewed as filtering operation where high SNR regions of the measured spectrum are attenuated less than low SNR regions [13]. Model-based processing is based on an all-pole vocal tract transfer function. However, for auditory masking method, the key point is calculation of the masking threshold. In the case of convolutional distortion, cepstral mean subtraction
(CMS) and relative spectral processing (RASTA) [18] are exploited for noise reduction. CMS method tries to find nonlinear transformations of time trajectories, while RASTA is a cepstral lifter that removes low and high modulation frequencies.

The speech enhancement related problems can also be grouped by the system modeling. Attempts have been made to model state changes over time in the frequency domain. State changes of speech and noise signals can be modeled as autoregressive process for short-term speech [28] and hidden Markov process for long-term speech [11]. While these models have been widely used in coding and recognition, they are not sufficiently refined for speech enhancement [12].

1.1.2 Multi-sensory Speech Enhancement

In general, while multi-channel methods tend to outperform single-channel algorithms, their performance in non-stationary noise still needs to improve. The reason is that all the sensors are of a similar type and capture signal and noise with analogous properties simultaneously. One solution to this problem is multisensory processing where different types of sensors containing complimentary information are utilized. However, in multisensory processing, simple modification of multi-channel techniques will not yield desired results. As a result, new schemes have been developed for the purpose of multiple sensors.

In the speech recognition scenario, an audio-visual speech processing has received a lot of attention. It exploits a regular microphone along with a camera that captures images of the speakers mouth/face region [33]. The visual stream is used to disambiguate between phones that are easily confused when using only the audio stream. In addition, as the video stream is immune to noise existing in the audio stream, it is robust to the speech recognition engine.

Speech enhancement researchers adopt this sensor fusion idea by combining air microphone with other sorts of microphones as well, including throat microphones [16], ear plug [48], or stethoscope device [17]. In [16], Graciarena et al. trained a mapping from the concatenated features of both microphone signals in a noisy environment to clean speech signal. The down side of their approach is that the mapping is environment dependent, which can lead to generalization problems in new environments. In [48], Strand et al. designed an ear plug to capture the vibrations in the ear canal, and used the
signals for speech recognition with MLLR adaptation. In [17], Heracleous et al. used a stethoscope device to capture the bone vibrations of the head for non-audible murmur recognition. Although the above-mentioned methods have demonstrated improvement for speech recognition, the non-acoustic signal is merely exploited for adapting the recognizer, rather than providing an enhanced speech. A thorough review of bone-conducted microphone involved speech enhancement methods, including the improvement of speech waveform, will be shown in the next chapter.

1.1.3 Non-acoustive Sensors

In this section we present an overview of several non-acoustic sensors exploited in the last 40 years, i.e., the electromagnetic motion sensor (GEMS), physiological microphone (P-mic), bone-conduction microphone, and electroglottograph (EGG) [35].

The GEMS is a microwave radar sensor originally developed at Lawrence Livermore National Laboratory. It measures tissue movement during voiced speech, i.e., speech involving vocal chord vibrations [5, 20, 21]. It usually straps or tapes an antenna on the throat at the laryngeal notch, but other facial locations are also feasible. This sensor emits a 2-GHz electromagnetic signal that penetrates the skin and reflects off the speech production anatomy, such as the tracheal wall, the vocal folds, or the vocal tract wall. It is relatively immune to degradation from external acoustic noise sources, since signals collected from a GEMS device merely depend on the tissue movement in the speech production anatomy.

The P-mic is composed of a gel-filled chamber and a piezo-electric sensor behind the chamber [41]. Vibrations permeating the liquid-filled chamber are measured by the piezo-electric sensor that provides an output signal in response to applied forces generated by movement, converting vibrations traveling through the liquid-filled chamber into electrical signals. The liquid-filled chamber is designed to have poor coupling between ambient background noise and the fluid-filled pad, thus attenuating vibrations of unwanted ambient background noise.

In a bone-conducted microphone, voice content is transmitted by way of bone vibrations [55]. As with the P-mic, bone-conduction microphones comprise a piezo-electric-like material. The bone-conducted microphone located in the top of the helmet picking up
bone vibrations at the top of the skull. At this skull location, the bone-conducted microphone is found to provide strong voicing, as well as significant vocal tract content in a mid-frequency range.

The EGG sensor measures vocal fold contact area by providing an electrical potential (of about 1 V rms and 23 MHz) across the throat at the level of the larynx [40]. With a pair of gold-plated electrodes, the sensor measures the change of impedance over time. When the vocal folds are closed, the impedance is decreased; when they are open, the impedance is increased. Thus, the opening and closing of the vocal folds, present in voiced speech, are measured by the EGG.

1.1.4 Bone-conducted Microphone

Among all above-mentioned non-acoustic sensors, bone-conducted (BC) microphone has a wide applications for its simplicity and low cost. As a result, we will address in this research the speech enhancement problem involving joint utilization of bone-conducted and air conducted microphones. One design of a bone-conductive sensor is illustrated in Figure 1.1 [56]. In this sensor, a soft elastomer bridge is adhered to the diaphragm of a normal air-conducted (AC) microphone. This soft bridge conducts vibrations from skin contact of the user directly to the microphone. The skin vibrates in accordance with the voices of the speakers, and the microphone converts the skin vibration into analog electrical signal.

BC speech is acquired by the vibration of skull, thus unlike AC speech, it is robust to the background noise. High frequency part of BC speech, however, is distorted due to channel loss. Figure 1.2 shows conducting path of AC and BC microphones.

The BC speech largely reflects the bone structure and facial tissue through which the signal propagates to reach the bone sensor, thus it is speaker dependent. In addition, different placements of the bone sensor may introduce further differences in the signals, which leads to placement dependence.

Another strong and non-stationary effect is articulation dependence. Different speech phones entail different distributions of source energy and different patterns of coupling. These physical differences result in pronounced differences in the log spectra between the two sensors. Figure 1.3 illustrates the smoothed log spectrum of examples of the three
Figure 1.1: Air- and bone-conductive integrated microphone headset.(after [56])

Figure 1.2: Conducting path of AC and BC microphones.(after [25])
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Figure 1.3: Smoothed log spectra received at the air (top) and bone (bottom) sensors for three phones /A/ (as in cake), /n/ and /t/, showing the differences in the relative patterns of the spectra in each sensor. In particular, notice how the /n/ spectrum is dramatically attenuated in the air sensor relative to the other phones, but not in the bone sensor. (after [19])

phones /A/, /n/, and /t/, taken from a single sentence for the air and bone sensors respectively [19].

One effect of articulation derives from the closing or stricture of the oral tract during speech. When the mouth is open as in a vowel sound such as /A/, the acoustic energy is well coupled to both the air and bone sensors. However, when the mouth is restricted, as in a nasal stop such as /n/, the acoustic coupling to the air sensor is greatly diminished. In this case, the coupling to the bone sensor may actually be increased with less energy escaping through the mouth.

Concerning the effect of articulation in response to the location and manner of the acoustic energy generation, voiced speech sounds originate in the throat with the vocal cords are well transmitted to the nearby bone sensors. In contrast, fricatives, such as /t/, generated at the place of articulation, as turbulent air passing through an aperture in the mouth, are thus typically much more readily transmitted to the air sensor than to the bone sensor.

A third articulation effect is the artifact of the frequency response for bone sensors. As the bone sensor is at the noise floor for frequencies above 2kHz, differences in the log
Figure 1.4: Waveforms and spectrograms of the signals captured by the ABC microphone. The first row shows the signal captured by the air microphone and the second row shows the signal captured by the bone microphone. (after [49])

spectrum between air and bone sensors will simply reflect the energy in the air sensor for those frequencies. This energy varies greatly for distinct phonemes, with fricatives such as /t/ having a great deal of high frequency energy, in contrast to nasal stops such as /n/.

In general, a bone sensor is relatively noise robust, and only captures frequency components up to 2 KHz [49]. Figure 1.4 shows signal and spectrogram of recorded speech in an office environment captured by both AC and BC microphone. In essence, in conjunction with the additional sensor, we have one stream undistorted but noise corrupted speech (air-conducted) and another stream distorted but fairly uncorrupted speech (bone-conducted). The challenge here is to intelligently fuse the signals from both sensors to obtain an enhanced speech.

1.2 Motivation and Goals

Due to the stability against the external noise, bone-conducted speech seems feasible to be used instead of noisy air-conducted speech in an extremely noisy environment. However, the quality of bone-conducted speech is degraded and restoring bone-conducted speech is still a challenging topic in speech processing field. Existing BC microphone-involved speech enhancement algorithms are classified into two categories in the role it plays, i.e., BC microphone employed as supplementary sensor or as dominant sensor. In the thesis, we will take into account the second case.
We first present the probabilistic approach assuming a mixture Gaussian model based on statistics of magnitude-normalized complex spectra for speech signal representation and dynamic Bayesian network for time update, as it allows a relatively enhanced speech reconstruction compared to other methods. Then we propose to reconstruct clean speech under the knowledge of samples of air-conducted and bone-conducted speech using the geometric method. A concatenation of both AC and BC speech can be regarded as a nonlinear function of the clean speech. We intend to find the nonlinear mapping using function extension methods, including geometric harmonics and Laplacian pyramids method which first describes the geometry of high dimensional data in terms of integral operator eigenfunctions and then extends these descriptions to new data points.

Finally, we will demonstrate reconstruction results with simulated AC and BC speech and compare them to those obtained by the probabilistic method.

1.3 Structure

We first review existing methods in Chapter 2, where most important and common bone-conducted microphone techniques are presented. We then review in more details the probabilistic approach with a different voice activity detection scheme in Chapter 3. In Chapter 4, we present geometric methods using BC microphone as a dominant sensor. Finally, in Chapter 5 we conclude with a summary and discussion on future research directions.
Chapter 2

Review of existing methods

2.1 Introduction

The BC microphone-involved speech enhancement algorithms are classified into two categories in the role it plays. In the early stage, BC speech was only used as a supplementary sensor. It allowed a more robust distinction between non-speech segment and speech segment [57] and a more accurate detection of voice activity in low SNR environment [58]. It has also been applied for glottal source information detection where the source-filter model needs accurate pitch information [38]. Enhancing low frequency components is another direction for BC speech enhancement [35, 37].

Then BC and AC speech are combined to generate even better results. A prototype hardware device was developed as a turning point [57]. From then on, a typical on-line or off-line training stage is required to calibrate characteristic differences between AC and BC microphones [44, 49]. This kind of AC-BC combined microphone for speech enhancement are characterized into three major groups, i.e., equalization, analysis-and-synthesize and probabilistic approach [45]. Based on various model assumptions, recently there have been a great number of more complicated algorithms involved with BC microphone [9, 19, 31, 42, 44].

In this chapter, we first review methods when BC microphone works as a supplementary sensor, where useful information is extracted from the BC microphone, including more accurate voice activity detection and pitch detection result. Then we briefly review the three main groups of methods and their variations where BC speech plays a dominant
role. Finally, we review several methods belonging to the second category, which may have significant impact on future study.

2.2 Model

At a preliminary step, we assume there is no leakage noise in the BC speech. As a result, BC speech can be regarded simply as the filtered clean speech. AC speech is assumed to be contaminated by an additive noise. The model is represented in time domain, where

\[ y(t) = x(t) + n(t) \]  \hspace{1cm} (2.1)

\[ b(t) = h(t) \ast x(t) \]  \hspace{1cm} (2.2)

where \( n(t) \) is the corrupting noise and \( h(t) \) is the convolving filter.

2.3 BC Microphone as a Supplementary Sensor

2.3.1 BC Speech for Voice Activity Detection

High performance of speech enhancement in non-stationary noisy environment is achieved by combining the following two techniques: the speech detection based on the bone-conductive microphone signal and non-stationary noise suppression by adaptive spectral subtraction of air-conductive microphone signal [58]. Since the bone speech signals capture relatively less noise, we are able to distinguish non-speech segments from speech segments even in low SNR environments. As a result, when two people are talking at the same time, bone microphone can detect when the main speaker talks.

Figure 2.1 shows the voice detection of bone microphone. The top figure illustrates the speech signal captured by the bone sensor when two people are talking at the same time. The middle figure shows the signal captured by the regular microphone and bottom figure presents the detection result. It can be seen from the figures that bone conducted microphone yields a more accurate voice activity detection result.
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Figure 2.1: Speech detection using bone sensors: The top figure illustrates the speech signal captured by the bone sensor when two people are talking at the same time. The middle figure shows the signal captured by the regular microphone and bottom figure presents the detection result. (after [58])

Then the spectral power density of noise is estimated based on the speech presence detection estimated by BC microphone, which is much more accurate than the detection result of air microphone in non-stationary noise.

2.3.2 BC Speech for Pitch Detection

Being robust to ambient noise, bone conducted speech preserves a regular harmonic structure in the lower spectral region. In the paper [38], bone conducted speech are demonstrated to detect accurate pitch information in both noisy and noiseless case. Figure 2.2 illustrates the pitch tracking extracted by air and bone microphone in the noiseless case. Left column presents pitch tracking of four speeches using air conducted speech, middle column shows the spectrogram of air conducted speech, and right column shows the pitch tracking using bone conducted speech. Figure 2.3 shows the pitch tracking extracted by air and bone microphone in the noisy case. Left column shows pitch contours contaminated by white noise for air conducted speech (up), bone conducted speech (down); right column shows pitch contours contaminated by babble noise for air conducted speech (up), bone conducted speech (down).

We can see from the figures that in noiseless case, bone conducted microphone can
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Figure 2.2: Left: Pitch tracking of air-conducted speech in noiseless condition. Center: Speech spectrogram. Right: Pitch tracking of bone-conducted speech in noiseless condition. The experiments have been conducted on four speeches. (after [38])

Figure 2.3: Pitch contours estimated from speech when corrupted by noise. a) using white noise, b) using babble noise. Up: Pitch contours estimated from air-conducted speech. Down: Pitch contours estimated from bone-conducted speech. (after [38])
provide an accurate pitch tracking, i.e., with result analogous to the air conducted microphone. However, in the noisy case, the pitch contour extracted by the bone conducted microphone contains less noise than the pitch contour extracted by the air conducted microphone.

### 2.3.3 BC Speech for Low Frequency Enhancement

In practice, speech is often corrupted by car and multi-talker babble noise that affect mostly the low-frequency region of speech signal. When AC speech is corrupted by low-frequency band noise, it can be readily enhanced by replacing the lower frequency region of noisy AC speech by the same region from BC speech [37]. Figure 2.4 shows the block diagram of the proposed method. Though the method appears to be very simple, it is effective irrespective of the nature of the noise, i.e., stationary (e.g. car) or non-stationary (e.g. babble).

### 2.4 BC Microphone as a Dominant Sensor

#### 2.4.1 Equalization

In [44], Kondo et al. designed a linear phase Finite Impulse Response (FIR) filter to improve the quality of the bone-conducted speech. The filtering technique was utilized combining both pre-processing and post-processing speech enhancement method. After conducting a traditional speech enhancement method, a linear impulse response was designed in the training stage with inverse discrete Fourier transform (IDFT) for the long
term AC and BC spectra ratio. The traditional speech enhancement methods for single channel speech enhancement include spectral subtraction or Wiener filter, where the pre-processed AC and BC speech are denoted as $X_{t}^{AC}$ and $X_{t}^{BC}$, and the equalization filter in the time domain is computed by:

$$
\hat{h}^{INV} = IDFT \left[ \frac{\lvert X_{t}^{AC} \rvert}{\lvert X_{t}^{BC} \rvert} \right]
$$

(2.3)

Three types of AC and BC speech such as vowels, short and long sentences were utilized to train the filter. Then the filter was utilized for new speech captured by the bone-conducted microphone. Although the quality of the reconstructed speech has been improved, there was no consistency with respect to speakers and phrases. Besides, the output performance varies in response with filter length.

In [25], Liu et al. proposed a short-term DFT ratio filter. The equalization filter was estimated frame by frame and then averaged as:

$$
\hat{h}^{INV} = E \left\{ \frac{\lvert X_{t}^{AC} \rvert}{\lvert X_{t}^{BC} \rvert} \right\}
$$

(2.4)

where $E \{ \}$ is the expectation operator to average over the frames. Similar techniques were applied to learn the equalization filter. To remove fluctuations across adjacent frequency bins, smoothing process was applied, whereas the quality of the enhanced speech depended on both the filter length and the smoothing length.

A recursive least mean square (LMS) filter was proposed in [43] where no training stage was needed. The weighting vector $\hat{h}^{INV} (n)$ was recursively updated to minimize the mean square error of the difference between AC and BC speech $E \{ e^{2} (n) \}$:

$$
\hat{h}^{INV} (n) = \hat{h}^{INV} (n - 1) + 2\mu e (n - 1) b (n - 1)
$$

(2.5)

where $e (n)$ is the difference between AC and BC speech, $\mu$ is step size, $b (n)$ is BC speech.

Although the equalization method seems to be intuitive and simple, it suffers from a common problem that they are speaker-dependent thus cause problems for new speakers. Another defect is that it needs additional speech enhancement method where unexpected noise will be involved. Besides, their performance largely depends on the filter length, as a result, equalization method requires a careful setting of the filter length.
2.4.2 Analysis and Synthesize

Another group of method taking into account this problem was proposed by modeling denoised AC speech and BC speech as linear prediction (LP) filter [52]. The LP-based approach provided an estimation of the filter $\hat{H}^{INV}$ with LP coefficients of AC and BC speech or with only BC speech, corresponding to different assumption of models. At the early stage, the reconstruction filter was proposed as:

$$\hat{H}^{INV} = \frac{Z[e^{BC}(n)]}{Z[e^{AC}(n)]} \sum_{i=0}^{Q} a^{BC}(i) z^{-i}$$

(2.6)

where $a^{AC}(i)$ and $a^{BC}(i)$ represent the $i$-th LP coefficient of AC and BC speech with P and Q orders respectively, and $e^{AC}(n)$ and $e^{BC}(n)$ represent excitation of AC and BC speech.

An improvement was to predict line spectra frequency (LSF) via a recurrent neural network without using AC speech [51], as the LSF coefficients are more robust to quantization noise. Another method without AC speech was by modifying LP coefficients of BC speech [39]. The first and third poles of BC speech have been adjusted to have standard bandwidths as well as eliminate an irregular broadening of spectral peaks. This time the excitation from BC speech was unmodified, thus canceled out, where the reconstruction was as:

$$\hat{H}^{INV} = \frac{\sum_{i=0}^{Q} a^{BC}(i) z^{-i}}{\sum_{i=0}^{Q} a^{BC}(i) z^{-i}}$$

(2.7)

Although the LP based filter improves the quality of BC speech, it is difficult for practical application as it needs preprocessing step for noise cancellation. In addition, it requires a careful framework for modeling both AC and BC speech in the linear prediction manner.

2.4.3 Probabilistic Approach

The probabilistic approach is based on the assumption of Gaussian noise in both AC and BC channels. In [30], Liu et al. utilized the maximum likelihood estimation to minimize the cost function $R$:

$$R = \sum_{n=1}^{N} \left\{ \frac{|Y(l,k) - X(l,k)|}{2\sigma_Y^2} \right\}$$

$$\quad \quad \quad \quad \quad \quad \quad + \frac{|B(l,k) - H(l,k)X(l,k)|}{2\sigma_W^2}$$

(2.8)
where \( l \) and \( k \) represent frame and frequency bin index. The spectra of background noise \( V(l, k) \), and BC sensor noise \( W(l, k) \) are distributed as \( N(0, \sigma_V^2) \) and \( N(0, \sigma_W^2) \). By taking a partial derivative of \( R \) with respective to \( H(l, k) \) and \( X(l, k) \), the estimated transfer function and reconstructed clean speech can be derived.

Liu et al. later refined the model by adding leakage noise induced by the BC microphone, which is also assumed to be Gaussian \([29]\). The enhanced speech is expressed as the weighted sum of AC speech and the leakage noise removed BC speech. Although this method doesn’t need training process, it lacks of speech model.

In \([50]\), Subramanya et al. proposed a graphic speech model depending on a subset of variables \([4]\). The problem is solved by breaking the joint distribution into a product of factors, followed by the posteriors inferred according to the variables factorized on the subsets. The speech is assumed to have two states represented by \( T(l) \). The MMSE estimator of the clean speech is

\[
\hat{X}(l, k) = \sum_{t=0}^{1} \left\{ P(T(l) = t | Y(l, k), B(l, k)) \cdot E\{X(l, k) | Y(l, k), B(l, k), T(l) = t\} \right\} 
\]  

(2.9)

where \( t \) is 0 (non-speech) or 1 (speech).

Later a normalized complex spectral based on a mixture of Gaussian for speech model was proposed as an extended work in the probabilistic scenario \([49]\). Subramanya et al. adopted the dynamic Bayesian network to factorize joint distribution and infer posteriors, in conjunction with constraints to smooth the distortions between frames. As this method has induced a relatively pleasing result, we will further discuss it in chapter 3, and then compare it to our method in Chapter 4.

### 2.5 Other methods

#### 2.5.1 Generalized Multichannel Wiener filter

In \([31]\), McCree et al. extended previous work on fixed waveform fusion to an optimal dynamic waveform fusion algorithm that minimizes both additive noise and signal distortion in the estimated speech signal. McCree et al. proposed a minimum mean square error (MMSE) waveform matching criterion for a generalized multichannel Wiener filter,
simultaneously performing waveform fusion, noise suppression, and cross-channel noise cancellation.

In the frequency domain, the bone conducted speech is assumed to involve an additive distortion as

\[ Y(f) = [1 + H_d(f)]S(f) \]  

(2.10)

where \( H_d(f) \) represents the unknown component of the overall transfer function. Note that if this transfer function noise is independent of the signal, it can be viewed as:

\[ Y(f) = S(f) + D(f) \]  

(2.11)

The signal coherence between clean speech and distortion is given to derive the distortion power spectrum:

\[ \rho = \frac{\|s\|^2 + \langle S, D \rangle}{\sqrt{\|s\|^2 (\|s\|^2 + \|D\|^2 + \langle S, D \rangle)}} \]  

(2.12)

Assuming the signal and distortion to be uncorrelated, we have the power spectrum of the distortion as:

\[ P_d = P_s \left( \frac{1}{\rho^2} - 1 \right) \]  

(2.13)

where \( P_d \) is the power spectrum of distortion and \( P_s \) is the power spectrum of clean speech.

When we have two channels, the correlation is expressed as:

\[ R_{sy} = \begin{bmatrix} P_s \\ P_s \end{bmatrix} \]  

(2.14)

\[ R_{yy} = \begin{bmatrix} P_s + P_n & P_s \\ P_s & P_s + P_d \end{bmatrix} \]  

(2.15)

where \( P_n \) is the noise spectrum. And the multichannel wiener filter is derived as the ratio of cross correlation and autocorrelation:

\[ G(f) = R_{yy}^{-1}(f)R_{sy}(f) \]  

(2.16)

To eliminate the musical noise, a Lagrangian technique with a constraint on the sum of the coefficients is utilized:

\[ E = \|S - \hat{S}\|^2 + 2\lambda\|S\|^2 \left| 1 - \sum_i G_i \right| \]  

(2.17)
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This leads to the constrained wiener filter:

\[ G^c(f) = \frac{G(f)}{G_{sum}(f)} \] (2.18)

They have developed a three-stage approach for robust signal power estimation. In the first step, the clean speech power is estimated by subtraction of noise power:

\[ P_s^{(1)} = P_y - P_n \] (2.19)

Then in the second step, speech power \( P_s \) is given by a gain-constrained waveform fusion scheme:

\[ P_s^{(2)}(f) = (G^c)^T(f)(R_{yy} - R_{nn})G^c(f) \] (2.20)

Finally, time smoothing is incorporated using the decision-directed a priori estimator of Ephraim and Malah [13], where the current frame signal power is smoothed with the previous filter output as:

\[ P_s^{(3)}(f) = (1 - \alpha) P_s^{(2)}(f) + \alpha |\hat{S}_{prev}|^2 \] (2.21)

A Diagnostic Rhyme Test (DRT) has demonstrated a significant performance improvement for the fusion system as compared to the equalized resident microphone. Non-acoustic signals can be optimally exploiting by incorporating a multiplicative noise model in frequency domain into a multichannel Wiener filtering approach. It has been shown that the dynamic waveform fusion algorithm provides significant intelligibility and quality improvement for low-rate coding in difficult acoustic environments.

2.5.2 SPLICE

In [57], Zheng et al. presented a hardware device combining a regular microphone with a bone-conducted microphone. With appearance similar to regular headset, the device can be plugged into any machine with a USB port. It demonstrates a robust speech detection result, eliminating more than 90% of background speech. Furthermore, by combining both channels, they significantly remove background speech even when the background speaker speaks at the same time as the speaker wears the headset.

A moving-window histogram approach is utilized for speech detection, by first computing the histogram of the audio data prior to this frame with a time efficient update
scheme. The second step is to find the valley after the first peak as the energy separator \( d \). Given any frame, let \( e \) denote its energy and set \( r = e / d \). The speech confidence for this frame is derived as:

\[
p = \begin{cases} 
0 & : \ r < 1 \\
\frac{r - 1}{\alpha - 1} & : \ 1 \leq r \leq \alpha \\
1 & : \ r > \alpha
\end{cases}
\]

where \( \alpha \) is a user specified parameter which defines the grace transition period between the two states. The speech confidence \( p \) is used to modulate the audio signals captured by the regular microphone, removing the noise between speeches. The modulation factor \( f \) is set to be \( f = h(p) \), where \( h(x) \) is a Hermite polynomial whose derivatives at 0 and 1 are both zeros. In a certain frame, sample of the regular microphone signal \( x \) is modulated as \( \hat{x} = f \ast x \).

The scheme includes two steps, first predicting \( x \) from \( b \), and then combining both \( b \) and \( y \) to obtain the final estimate of \( x \). A SPLICE-like technique is exploited in order to predict \( x \) from \( b \). SPLICE is a frame-based noise removal algorithm for cepstral enhancement in the presence of additive noise [40]. Instead of learning the mapping from the corrupted speech \( y \) to clean speech \( x \) as in the original SPLICE algorithm, here it learns the mapping from bone sensor signals \( b \) to clean speech \( x \).

A piecewise linear representation is applied to model the mapping from \( b \) to \( x \) in the cepstral domain.

\[
p(x, b) = \sum_s p(x | b, s) p(b | s) p(s)
\]

\[
p(x | b, s) = N(x; b + r_s, \Gamma_s)
\]

\[
p(b | s) = N(b; \mu_b, \Gamma_b)
\]

where the bone sensor model \( p(b) \), consisting of 128 diagonal Gaussian mixture components, is trained by standard EM techniques. The parameters \( r_s \) of the conditional pdf \( p(x | b, s) \) is derived according to the maximum likelihood criterion.

\[
r_s = \frac{\sum_n p(s | b_n) (x_n - b_n)}{\sum_n p(s | b_n)}
\]

\[
\Gamma_s = \frac{\sum_n p(s | b_n) (x_n - b_n - r_s) (x_n - b_n - r_s)^T}{\sum_n p(s | b_n)}
\]

\[
p(s | b_n) = \frac{p(b_n | s) p(s)}{\sum_n p(b_n | s) p(s)}
\]
With regard to additive noise, the air-conducted speech in the cepstral domain are commonly expressed as \( y = x + C \ln \left( 1 + e^{C^{-1}(n-x)} \right) \), where \( C \) is the DCT matrix and \( n \) is the noisy cepstral [22]. However, since the noise estimation in the cepstral domain involves highly nonlinear process, it is more feasible to handle both signals in the power spectral feature domain. Based on two assumptions that the noise level in the bone conducted speech is negligible and that the additive noise is uncorrelated with the speech signal, the problem can then be formulated as follows:

\[
S_y(\omega) = S_x(\omega) + S_n(\omega) \\
S_x(\omega) = f(S_y(\omega), S_b(\omega)) \\
S_x(\omega) = H(\omega) S_y(\omega)
\]

where \( S_y, S_x, S_b \) and \( S_n \) are the power spectrum for noisy speech, clean speech, bone speech, noise respectively, and \( f(z) \) is a nonlinear transformation. The ultimate goal is to find the optimal Wiener filter \( H \). Given two observations \( S_y \) and \( S_b \) under Gaussian approximation, the MMSE estimator is (omit \( \omega \) for convenience):

\[
\hat{S}_x = \left( \sum_{n}^{-1} + \sum_{x|b}^{-1} \right)^{-1} \left[ \sum_{n}^{-1} (S_y - \mu_n) + \sum_{x|b}^{-1} \hat{S}_{x|b} \right]
\]

where

\[
\hat{S}_{x|b} = e^{C^{-1} \hat{x}} \\
\hat{x} = b + \sum_s p(s|b) r_s \\
\sum_{x|b} = \text{Var}(S_{x|b}) \\
\mu_n = E[S_n], \quad \sum_n = \text{Var}(S_n)
\]

\( \mu_n \) and \( \sum_n \) are estimated during non-speech section detected by the speech detection algorithm. Given \( S_y \) and \( \hat{S}_x \), the estimated Wiener filter \( \hat{H} \) can be calculated as:

\[
\hat{H} = \frac{\hat{S}_x}{S_y}
\]

To measure the quality of the reconstruction result, mean opinion score (MOS) evaluations are conducted, demonstrating a 0.6 improvement of enhanced speech for 0dB noise and 0.3 for 10dB noise.

### 2.5.3 Nonlinear Information Fusion

Nonlinear information fusion focuses on exploration of dynamic properties relatively invariant between the bone-conductive sensors signal and the clean speech signal [9]. The
property employed here is the unobserved (hidden) vocal tract resonances (VTR), with experimental results demonstrating strong correlations between VTR extracted from both sensors under noisy environments, implying the VTR extracted from the bone sensor under noisy conditions indeed reflect clean speech dynamic properties. The VTR sequence, obtained by adaptive Kalman filtering [8], is represented by resonance frequencies and bandwidths corresponding to the lowest $P$ poles in the all-pole speech model as:

$$x_{VTR} = (f, b)' = (f_1, f_2, ..., f_P, b_1, b_2, ..., b_P)'$$

(2.31)

The state-space formulation of speech dynamic model is constructed as:

$$x_{VTR} (t + 1) = \Phi x_{VTR} (t) + [I - \Phi] u + w (t)$$

(2.32)

where $\Phi$ is the system matrix, and $u$ is the averaged VTR target vector, constraining the phone-independent mean values of the VTR. The observation equation of the speech dynamic model is

$$o (t) = C [x_{VTR} (t)] + \mu + v (t)$$

(2.33)

where $o (t)$ is the observation sequence from the bone sensor in the form of LPC cepstra. The nonlinear function $C [x_{VTR} (t)]$ has the following explicit form:

$$C (i) = \sum_{p=1}^{P} 2 e^{-m b_p} \pi \cos \left(2 \pi i \frac{b_p}{f_s} \right), i = 1, ..., m$$

(2.34)

where $f_s$ is the sampling frequency, $i$ is the order of the cepstrum up to $m$, and $p$ is the pole order of the VTR up to $P$. Considering the modeling error due to the missing zeros and additional poles beyond $P$, the residual vector $\mu$ is trained to complement the zero-mean noise.

Then the linear cepstral sequence is generated with the extracted VTR sequence, followed by an inverse cepstrum transform to the synthesized speech $Y_3(l, k)$. The final clean speech is reconstructed by fusion of three input data streams

$$Y_1(l, k) = X(l, k) + N [0, \sum_1]$$

$$Y_2(l, k) = H(k) X(l, k) + N [0, \sum_2]$$

$$Y_3(l, k) = G(k) X(l, k) + N [0, \sum_3]$$

(2.35)

where $Y_1(l, k)$, $Y_2(l, k)$ represents AC and BC speech, $H(k)$ represents the bone microphone channel distortion, and $G(k)$ represents the overall channel distortion from clean
speech to bone-sensor distorted speech and then to the synthesized speech. The normally-distributed random vector $N[0, \sigma]$ represents the additive interfering noise spectrum.

The estimation can be regarded as a weighted sum of three streams by maximum likelihood fusion rule:

$$\hat{X}(l, k) = W_1Y_1(l, k) + W_2\left[H^{-1}Y_2(l, k)\right] + W_3\left[\bar{G}^{-1}Y_3(l, k)\right]$$

(2.36)

where

$$W_1 = \frac{\sum_1^{-1}}{\sum_1^{-1} + \sum_2^{-1}|\bar{H}(k)|^2 + \sum_3^{-1}|\bar{G}(k)|^2}$$

$$W_2 = \frac{\sum_2^{-1}|\bar{H}(k)|^2}{\sum_1^{-1} + \sum_2^{-1}|\bar{H}(k)|^2 + \sum_3^{-1}|\bar{G}(k)|^2}$$

$$W_3 = \frac{\sum_3^{-1}|\bar{G}(k)|^2}{\sum_1^{-1} + \sum_2^{-1}|\bar{H}(k)|^2 + \sum_3^{-1}|\bar{G}(k)|^2}$$

(2.37)

and $\bar{H}$ is the estimated channel distortion function for the bone sensor [30]. $\bar{G}$ is estimated in a similar way, with synthesized speech waveform based on the extracted hidden dynamics instead of on the bone-sensor data. Note that the three weights sum to one, i.e., $W_1 + W_2 + W_3 = 1$, each corresponding to the AC speech signal, inverse-filtered bone sensor signal and inverse-filtered synthetic signal respectively.

Experiments are conducted to improve accuracy of speech recognition. The baseline accuracy is 72.21% for two-stream fusion, and 55.00% for the one-stream noisy-speech input. With a careful setting of variance scaling factor, a sizable accuracy improvement is achieved, as the nonlinear VTR extraction process creates complementary signal properties in the new stream. However, the synthesized spectra induces significant distortions, as a result, better synthesized techniques need to be developed.

### 2.5.4 Model-based Fusion

In [19], a probabilistic framework with integrated bone and air microphone is formulated for robust speech recognition. A simple and tractable model to accomplish it is a Gaussian mixture model on the high-resolution log spectra of each sensor, with the frequency components conditionally independent given the state. In [26], a high resolution model extracting the harmonic structure of speech is used to extrapolate harmonics from the bone sensor to the air sensor, since the bone signal can preserve pitch information.
Denote the log amplitude of a short time Fourier transform of the clean air signal and bone signal for frequency \( f \) as \( x^a_f \) and \( x^b_f \) respectively. Then the model is defined as:

\[
p(x^a, x^a, s_x) = p(s_x) \prod_f p(x^a_f | s_x) p(x^b_f | s_x)
\]  

(2.38)

where \( s_x \) represent the discrete speech state.

A mixture of Gaussian model is built for the observation probabilities. Let \( N(x; \mu, \sigma) \) denote the univariate normal distribution defined on \( x \) with mean \( \mu \) and variance \( \sigma \). Then formulate the model as follows:

\[
p(s_x) = \pi_{s_x}
\]

\[
p(x^a_f | s_x) = N(x^a_f; \mu^a_{s_x}, \sigma^a_{s_x})
\]

(2.39)

\[
p(x^b_f | s_x) = N(x^b_f; \mu^b_{s_x}, \sigma^b_{s_x})
\]

The parameters can be estimated using the standard expectation maximization (EM) algorithm [7]. A similar model is posited for the noise:

\[
p(s_n) = \pi_{s_n}
\]

\[
p(n^a_f | s_n) = N(n^a_f; \mu^a_{s_n}, \sigma^a_{s_n})
\]

(2.40)

\[
p(n^b_f | s_n) = N(n^b_f; \mu^b_{s_n}, \sigma^b_{s_n})
\]

The model for a given frame of noisy speech in the frequency domain is

\[
Y_f = X_f + N_f
\]  

(2.41)

where \( X_f, N_f, \) and \( Y_f \) denote the complex Fourier transform at frequency \( f \) of the clean signal, the noise, and the noisy sensor signal respectively. We denote \( x_f \overset{\Delta}{=} \ln |X_f|^2 \), and likewise for \( y_f \) and \( n_f \), thus the relation in high resolution log power spectrum domain is

\[
y_f = x_f + \ln (1 + \exp (n_f - x_f)) + \ln \left( 1 + \frac{2 |X_f| |N_f| \cos \theta}{|X_f|^2 + |N_f|^2} \right)
\]  

(2.42)

where \( \theta \) is the angle \( X \) between \( N \). The above equation can be assumed obeying a Gaussian distribution as [27]

\[
p(y_f | x_f, n_f) = N(y_f; x_f + \ln (1 + \exp (n_f - x_f)), \Psi)
\]  

(2.43)

where \( \Psi \) is the variance. Define the concatenation of the AC and BC speech as

\[
x \overset{\Delta}{=} \begin{bmatrix} x^a \\ x^b \end{bmatrix}, n \overset{\Delta}{=} \begin{bmatrix} n^a \\ n^b \end{bmatrix}, z = \begin{bmatrix} x \\ n \end{bmatrix}
\]  

(2.44)
To obtain the expected value of the clean speech given the noisy speech captured by both air and bone sensors, first estimate the posterior \( p(x^a | y^a, y^b) \). According to the Bayesian rule, the posterior is computed by a mixture of individual posteriors:

\[
p(x^a | y^a, y^b) = \sum_{s^x, s^n} p(s^x, s^n | y^a, y^b) p(x^a | y^a, y^b, s^x, s^n) \tag{2.45}
\]

The individual mixture components can be decomposed due to conditional independence given the state. As a result, with \( p(x^a | y^a, y^b, s^x, s^n) = p(x^a | y^a, s^x, s^n) \), they are derived as:

\[
p(x^a | y^a, s^x, s^n) = \frac{1}{z} p(x^a | s^x) \int p(y^a | x^a, n^a) p(n^a | s^n) dn^a \tag{2.46}
\]

where \( z \) is a normalizing constant. This posterior is non-Gaussian and analytically intractable. To solve this problem an iterative Laplace method is utilized to approximate the posteriors in a framework known as Algonquin [27].

By linearizing the function \( g(z) = \Delta = x + \ln (1 + \exp (n - x)) \) using a first order Taylor series expansion at the point \( z_0 \), the likelihood can be written as:

\[
p_l(y|x, n) = p_l(y | z) = N(y; g(z_0) + G(z_0)(z - z_0), \Psi) \tag{2.47}
\]

where

\[
G(z_0) = \begin{bmatrix}
\text{diag} \left( \frac{\partial g(z)}{\partial x} \right), \text{diag} \left( \frac{\partial g(z)}{\partial n} \right)
\end{bmatrix}_{z_0} \tag{2.48}
\]

is a matrix of the derivatives of \( g(z) \), evaluated at \( z_0 \).

The Gaussian approximation to the posterior for a particular speech and noise combination can be written as \( p(x, n | y, s^x, s^n) \sim N(\eta_s, \Phi_s) \) where [27]

\[
\eta_s = \Phi_s \left[ \sum_s^{-1} \mu_s + G(z_0)^T \Psi^{-1} (y - g(z_0) - G(z_0) z_0) \right] \tag{2.49}
\]

\[
\Phi_s = \left[ \sum_s +G(z_0)^T \Psi^{-1} G(z_0) \right]^{-1} \tag{2.50}
\]

and the posterior mixture probability \( p(y | s^x, s^n) \) can be shown to be

\[
\gamma_s = \left| \sum_s \right|^{-1/2} \Psi^{-1/2} |\Phi_s|^{-1/2} \exp \left[ -\frac{1}{2} \left( \mu_s^T \sum_s^{-1} \mu_s + (y - g(z_0) - G(z_0) z_0)^T \Psi^{-1} (y - g(z_0) - G(z_0) z_0) - \eta_s^T \Phi_s^{-1} \eta_s \right) \right]^{-1} \tag{2.51}
\]
The final estimation is expressed as:

$$\hat{x}^a = E(x^a | y^a, y^b) = \frac{\sum_s \gamma_s \eta^a_s}{\sum_s \gamma_s} \quad (2.52)$$

The enhanced results are tested using a commercial speech recognition system with baseline percent accuracy in the air microphone 57.2% for the noisy speech, and 92.66% for the clean speech. Best result of 79% accuracy is obtained when using integrated microphones with additional scheme, i.e., noise adaptation and speech state posterior determined solely on the bone sensor observation.

Whereas the high-resolution model can focus on high signal-to-noise ratio peaks in the spectrum, hundreds of states is required to represent all combinations of pitches and formant information. The model posits conditional independence of the bone and air signals given state. Thus improvements could include a model with a direct state-dependent correlation between the air and bone sensor. Another direction of improvement could be online noise adaptation as well as adaptation to varying channel characteristics, which may allow for the development of a speaker independent system.

### 2.5.5 Bandwidth Extension Method

Bone conducted speech reconstruction can be regarded as bandwidth extension (BWE) of telephony speech as they share the same bandlimit property. In [42], Seltzer et al. presented a new bandwidth extension algorithm for converting narrowband telephone speech into wideband speech using a transformation in the mel cepstral domain. Unlike previous approaches, the proposed method is designed specifically for bandwidth extension of narrowband speech that has been corrupted by environmental noise. Performing BWE in noisy environments is problematic for several reasons. Firstly, most BWE algorithms utilize LPC-derived features, such as LPC-cepstra or LSF coefficients, to represent both the narrowband and the extended frequency spectral envelopes in the codebooks or mixture models. However, because additive noise introduces zeros in the speech spectrum, noise-corrupted speech is no longer well-represented by an all-pole model. Secondly, if the noisy signal is pre-processed using a speech enhancement algorithm prior to BWE, the enhanced speech may not be optimal for the subsequent BWE processing.
By exploiting previous research in mel cepstrum feature enhancement, a unified probabilistic framework is created under which the feature denoising and bandwidth extension processes are tightly integrated using a single shared statistical model, enabling both denoising the observed narrowband speech and robustly extending its bandwidth in a jointly optimal manner.

The feature extraction process for generating MFCCs can be summarized as:

\[ z = C \log (W|Z|^2) \]  

(2.53)

where \(|Z|^2\) is the power spectrum of a frame of speech in a Short-Time Fourier Transform, \(W\) is the matrix of weighting coefficients of the mel filterbank and \(C\) is a DCT matrix.

Define \(x\) to be a narrowband MFCC feature vector and \(z\) to be the corresponding wideband MFCC feature vector. The goal is to estimate \(z\) from \(x\), i.e., to compute \(E[z|x]\). Under the assumption that the observed narrowband feature vectors are generated by a Gaussian mixture model (GMM), the probability distribution \(p(x)\) can be written as:

\[ p(x) = \sum_{s=1}^{S} p(x|s)p(s) = \sum_{s=1}^{S} \mathcal{N}\left(x; \mu_s, \Sigma_s\right)p(s) \]  

(2.54)

where \(\mathcal{N}(x; \mu_s, \Sigma_s)\) is a Gaussian distribution with mean \(\mu_s\) and covariance \(\Sigma_s\), \(p(s)\) is the prior probability for state \(s\), and \(S\) is the total number of Gaussians in the mixture. This model is trained from narrowband training data using conventional EM.

The transformation from narrowband to wideband feature vectors is modeled as a piecewise-linear transformation. More specifically, it is assumed that

\[ z = A_s x + b_s + e \]  

(2.55)

where \(p(e) = N(e; 0, I)\), and the transformation parameters \(\{A_s, b_s\}\) are dependent on the Gaussian mixture component \(s\). As a result, the conditional probability of \(z\) is:

\[ p(z|x, s) = \mathcal{N}(z; A_s x + b_s, I) = \mathcal{N}(z; A'_s x', I) \]  

(2.56)

where \(A'_s = [A_s b_s]\) and \(x' = [x \ 1]^T\).

The transformation parameters \(\{A'_1, ..., A'_S\}\) are learned using a corpus of stereo training data in which each narrowband feature vector \(x_t\) has a corresponding wideband feature
vector $z_t$. For each state $s$, the ML estimate of $A'_s$ is

$$A'_s = \left( \sum_{t=1}^{T} p(s|x_t) z_t x'_t \right) \left( \sum_{t=1}^{T} p(s|x_t) x'_t x'_t^T \right)^{-1} \quad (2.57)$$

Then $E[z|x]$ can be computed as

$$E[z|x] = \sum_{s=1}^{S} \int z p(z,s|x) dz = \sum_{s=1}^{S} p(s|x) \int z p(z,s|x) = \sum_{s=1}^{S} p(s|x) A'_s x'$$

where the state posterior probability $p(s|x)$ is derived from the GMM as

$$p(s|x) = \frac{p(x|s)p(s)}{\sum_{s'=1}^{S} p(x|s')p(s')} \quad (2.59)$$

When the speech and noise are uncorrelated, the relationship in MFCC domain is [32]:

$$y = x + C \log \left( 1 + C^t \exp (n - x) \right) = x + f(x,n) \quad (2.60)$$

where $x$, $y$ and $n$ are the MFCC vectors for the clean speech, noise-corrupted speech, and the noise, respectively. Thus, the noisy cepstrum $y$ is described by an additive bias $f$ which is a non-linear function of the speech and noise cepstra.

This relationship has been widely used in the speech recognition community as the basis of a family of feature enhancement (FE) algorithms. It could be solved under an EM framework utilizing a prior speech model, e.g. a GMM or HMM, and an iterative Vector Taylor Series (VTS) approximation algorithm. At each iteration, a VTS expansion is used to linearize $f$, and then compute the ML estimate of the posterior distributions of the hidden variables $x$ and $n$. Expectations of these distributions becomes the new VTS expansion point for the next iteration, and it is repeated until convergence. At this point, a MMSE estimate of the clean cepstral vector is generated as

$$E[x|y] = \sum_{s=1}^{S} p(s|y) \int x p(x|y,s) dx \quad (2.61)$$

where $p(s|y)$ is the state posterior distribution, and $p(x|y,s)$ represents the state-conditional posterior distribution of the clean cepstra.
Using Bayes rule, it can be written as

\[
E [z \mid y] = \sum_{s=1}^{S} p(s \mid y) \int z (p(z, x \mid y, s) dx) dz \\
= \sum_{s=1}^{S} p(s \mid y) \int zp(z \mid y, s) dz 
\]

where \( p(s \mid y) \) can be obtained directly from the output of the feature enhancement algorithm. Notice that rather than relying on a point estimation of the narrowband clean cepstral vector, \( x \) is marginalized over all values, enabling the solution much more robust to estimation errors.

Then it can be shown that the final expression for the expected value is

\[
E [z \mid y] = \sum_{s=1}^{S} p(s \mid y) A_s' v_s' 
\]

given \( p(x \mid y, s) = N(x; v_s, \Phi_s) \), with the same GMM for both feature enhancement and bandwidth extension.

To evaluate the performance of the algorithm, the mean RMS log spectral distortion (RMS-LSD) of the smooth power spectral envelopes between the original wideband speech \( S_Z \) and the bandwidth-extended speech \( \hat{S}_Z \) over the extended frequencies is computed. Three different methods of BWE on noisy speech are compared, including BWE performed directly on the noisy speech, first enhanced with conventional Wiener filtering followed by BWE and proposed algorithm. It has been shown that enhancing the speech prior to performing BWE results in minimal improvement over BWE processing on the noisy speech directly. On the other hand, the proposed FE-BWE algorithm results in significantly less distortion in both the observed narrowband spectral envelope and the extended high frequency envelope.

The bandwidth extension algorithm utilizes a GMM trained on narrowband speech and a state-conditional affine transformation in the MFCC domain to transform the narrowband spectral envelope into a wideband spectral envelope. The proposed bandwidth extension (FE-BWE) algorithm significantly outperforms a more conventional approach. However, a more robust BWE algorithm must also handle the effects of additive noise in the excitation signal.
2.6 Summary

In this chapter, we reviewed existing methods from two perspectives, first when BC microphone works as a supplementary sensor, second when BC microphone functions as a dominant sensor. In the first category, BC speech is employed for voice activity detection, pitch tracking and enhancing low frequency part of the reconstructed speech. In the second category, there are mainly three approaches: equalization, analysis-and-synthesize and probabilistic approach. Among them, equalization and analysis-and-synthesize methods need preprocessing, thus are not suitable in practical situation. Whereas probabilistic approach has steadily been improved from the initial version and provides a favorable result with dynamic Bayesian network assumption. After demonstrating three main groups of approaches, we also present other methods which need to be considered as well, i.e., generalized multichannel Wiener filter, SPLICE, nonlinear information fusion, model-based fusion and bandwidth extension method. These methods are derived based on various speech and noise model assumptions, whereas suffering from computational complexity.
Chapter 3

Probabilistic Approach

The probabilistic approach is based on the method proposed in [49]. In [49], Subramanya et al. present an integrated sensor, in particular the bone-conducted sensor with standard air-conducted microphone to deal with highly non-stationary noise. The speech signal is modeled on the magnitude-normalized spectra, enabling alleviating intra- and interspeaker variation with a small number of Gaussian components. The algorithms are developed taking advantage of additional sensor streams to reliably estimate the clean signal. In this chapter, we describe the method and show a different speech presence detection procedure [46].

3.1 Model

An air-and-bone conductive (ABC) microphone is developed by making use of a bone-conducted microphone in addition to the regular air microphone. Figure 3.1 demonstrates two prototypes of the ABC microphone. In the case of the first prototype, the bone sensor resides on user’s temple and the air channel is a close-talking microphone. In the case of the second prototype, the bone sensor is positioned behind the ear, while the air channel is a medium-sized boom of 45 mm. Either case, the bone-conducted microphone captures the vibrations of the speakers’ bones and skin during the articulation.

In Bayesian statistics, we exploit the prior information of hidden variables for inference. For example, to estimate the hidden variable $z$ given some observation $o$, we can utilize the Bayes rule $p(z|o) = kp(o|z)p(z)$, with constant $k$ independent of $z$. In the above
equation, $p(z)$ is the prior information about $z$, and represents the knowledge about $z$ that is known even before $o$ is observed. In the case of speech enhancement, a speech model provides a prior on clean speech that is hidden given noisy speech. However, modeling human speech is an extremely complex problem owing to its large variability.

A proper domain selection ensuring overall user experience improvement and computation saving includes two constrains, 1) to reproduce both the magnitude and phase of the reconstructed signal; 2) to rule out the time domain. The Mel-cepstral and real-cepstral domain, though attractive from the perceptual point of view, does not take into account the phase information. It is also not entirely straightforward modeling phase in the log-spectral domain, let alone the non-linearity it brings. As a result, the normalized complex spectral domain is chosen for signal processing. For each frame, the speech signal is normalized with their energy, i.e.,

$$\tilde{X}_t = \frac{X_t}{\|X_t\|}$$

(3.1)

Although the normalizing procedure causes a reduction of the number of Gaussian mixture, it reduces the variance of the captured speech, thus a gain term $g_x$, requires to compensate the model imperfection.

### 3.2 Training

Speech segments extracted from a collection of clean speech are used as the training data. The resulting speech frames are energy normalized and denoted by $\{\tilde{X}_t\}_{t=1}^T$. The
normalized speech frames are modeled into a mixture of Gaussian. The model is learned by k-means algorithm with the following distance metric:

\[
d(\tilde{X}_i, \tilde{X}_j) = \left\| \begin{array}{c} d(\tilde{X}_{i1}, \tilde{X}_{j1}), \ldots, d(\tilde{X}_{if}, \tilde{X}_{jf}), \ldots, d(\tilde{X}_{iN}, \tilde{X}_{jN}) \end{array} \right\|_1, \quad 1 \leq i, j \leq T
\]

\[
d(\tilde{X}_{if}, \tilde{X}_{jf}) = \log |\tilde{X}_{if}| - \log |\tilde{X}_{jf}|, \quad 1 \leq f \leq N
\]

(3.2)

to yield \( M \) clusters. The mean and variance of these Gaussians are set to the mean and variance of the clusters obtained above. The fraction of each Gaussian in the mixtures is represented by

\[
\alpha_i = N(i) / T, \quad 0 \leq i \leq M - 1
\]

(3.3)

where \( N(i) \) is the number of elements in the \( i \)th cluster, thus \( \sum_{i=1}^{M} \alpha_i = 1 \).

### 3.3 Network Description

A dynamic Bayesian network (DBN) represents a family of probability distributions defined in terms of a directed graph. The joint probability distribution over the variables, represented by the nodes in the graph, is obtained by taking products over functions on connected subsets of nodes. DBNs provide general algorithms for computing marginal and conditional probabilities of interest [3, 23, 59] by exploiting graph-theoretic representations. A characteristic of DBNs distinguishing them from other classes of graphical models with some edges of graph point in the direction of increasing time. DBNs have been applied to many tasks in the past including, speech recognition [59], vision applications such as tracking [1], natural language processing (NLP) applications such as parsing, tagging [24].

The AC speech \( y(k) \) and BC speech \( b(k) \) are transformed to the short-time Fourier transform (STFT) domain as \( Y_t \) and \( B_t \) respectively, where \( t \) is the frame index. Let \( X_t \) be a frame of the clean speech signal that we wish to estimate given \( Y_t \) and \( B_t \). The model is given as:

\[
Y_t = X_t + V_t + U_t
\]

\[
B_t = H_t X_t + G_t V_t + W_t
\]

(3.4)

where the air microphone \( Y_t \) is a sum of the clean speech signal \( X_t \), the corrupting noise \( V_t \) and the sensor noise in the air microphone \( U_t \). The signal captured by the bone
microphone $B_t$ is a sum of the transformed version of the clean speech signal $H_tX_t$, the much attenuated and distorted background noise that leaks into the bone sensor $G_tV_t$, and the sensor noise in the bone microphone $W_t$.

Figure 3.2 illustrates two frames of a DBN used to model the enhancement process in the complex spectral domain. The shaded nodes are observed variables. In this model,

- $S_t$ is a discrete random variable representing the state (speech/non-speech) of the frame,
- $M_t$ is a discrete random variable acting as an index of the mixture distributions modeling speech/non-speech,
- $\tilde{X}_t$ represents magnitude-normalized speech,
- $g_{x_t}$ scales $\tilde{X}_t$ to match the clean speech $X_t$,
- $V_t$ is the background noise,
- $U_t$ and $W_t$ represent the sensor noise in the air and bone channels respectively,
- $H_t$ the optimal linear mapping from $X_t$ to $B_t$,
- $G_t$ models the leakage of background noise into the bone sensor.

Assumptions:

1. The frequency components of $\tilde{X}_t$, $X_t$, $Y_t$, $V_t$, $H_t$, $G_t$, $B_t$, are independent.
2. The variables $S_t$ and $M_t$ are scalars and are considered global over the frame at time $t$, i.e., the value of these variables are the same for all the frequency components for a given frame.
3. Background noise is modeled using a zero mean Gaussian, i.e., $p(V_t) \sim N(0, \sigma_v^2)$. 

Figure 3.2: A dynamic Bayesian network (DBN) of the speech enhancement framework. (after [49])
(4) Sensor noise in the air channel is modeled with \( p(U_t) \sim N(0, \sigma_u^2) \).

(5) Sensor noise in the bone channel is modeled with \( p(W_t) \sim N(0, \sigma_w^2) \).

(6) \( p(\tilde{X}_t | X_t) \sim \delta(X_t, g_{x_t}) \), where \( \delta \) is the Kronecker delta function with parameter \( g_{x_t} \).

Following the graph model, the joint distribution over all the variables are factorized as follows:

\[
p(Y_t, B_t, X_t, \tilde{X}_t, V_t, S_t, M_t, U_t, W_t) = p(Y_t | X_t, V_t, U_t) p(B_t | X_t, V_t, W_t) p(X_t | \tilde{X}_t) p(\tilde{X}_t | M_t, S_t) p(M_t | S_t) p(S_t) p(V_t) p(U_t) p(W_t)
\]

\[
(3.5)
\]

### 3.4 Transfer Function and Leakage Factor

Consider the silent regions of an utterance, where \( X_f^t = 0, \forall f \), we have

\[
Y_f^t = U_f^t + V_f^t, \quad 1 \leq f \leq N
\]

\[
B_f^t = W_f^t + G_f^t V_f^t, \quad 1 \leq f \leq N
\]

where \( t \in N_v \) and \( N_v \) is the set of non-speech frames in the region \([0, t]\).

The ML estimation of \( G_t \) is given by minimizing cost function \( R \), represented by:

\[
R = \sum_{t \in N_v} \left( \frac{1}{2\sigma_u^2} |Y_t - V_t|^2 + \frac{1}{2\sigma_w^2} |B_t - GV_t|^2 \right)
\]

\[
(3.7)
\]

The partial derivatives of \( R \) should be set to zero to get the optimum point, where we have the derivative of \( R \) with respective to \( V_t \) as:

\[
\frac{\partial R}{\partial V_t} = \sum_{t \in N_v} \left( -\frac{1}{\sigma_u^2} (Y_t - V_t)^* + \frac{G}{\sigma_w^2} (B_t - GV_t)^* \right)
\]

\[
(3.8)
\]

Setting it to zero, we get

\[
V_t = \frac{\sigma_w^2 Y_t + \sigma_u^2 G^* B_t}{\sigma_w^2 + \sigma_u^2 |G|^2}
\]

\[
(3.9)
\]

Substituting \( V_t \) back to \( R \), we have

\[
R = \sum_{t \in N_v} \left( \frac{|B_t - G Y_t|^2}{\sigma_w^2 + \sigma_u^2 |G|^2} \right)
\]

\[
(3.10)
\]

Now set the derivative of \( R \) with respective to \( G \) as 0, namely, \( \frac{\partial R}{\partial G} = 0 \), we have

\[
a^* \sigma_u^2 (G^*)^2 - b G^* - a \sigma_w^2 = 0
\]

\[
(3.11)
\]
where

\[ a = \sum_{t \in N_v} B_t^* Y_t \]
\[ b = \sum_{t \in N_v} (\sigma^2_B |B_t|^2 - \sigma^2_w |Y_t|^2) \]

and the result of leakage factor is given

\[ G_t = \frac{\sum_{t \in N_v} (\sigma^2_B |B_t|^2 - \sigma^2_w |Y_t|^2) + \sqrt{\left(\sum_{t \in N_v} (\sigma^2_B |B_t|^2 - \sigma^2_w |Y_t|^2)\right)^2 + 4\sigma^2_B \sigma^2_w |\sum_{t \in N_v} B_t^* Y_t|}}{2\sigma^2_w \sum_{t \in N_v} B_t^* Y_t} \]

(3.13)

Similarly, by exploiting the set of speech frames in the region \([0, t]\) denoted by \(N_s\), we have the transfer function \(H_t\) as:

\[ H_t = G_t + \frac{\sum_{t \in N_s} (\sigma^2_B |B_t'|^2 - \sigma^2_w |Y_t|^2) + \sqrt{\left(\sum_{t \in N_s} (\sigma^2_B |B_t'|^2 - \sigma^2_w |Y_t|^2)\right)^2 + 4\sigma^2_B \sigma^2_w |\sum_{t \in N_s} (B_t')^* Y_t|}}{2\sigma^2_w \sum_{t \in N_s} (B_t')^* Y_t} \]

(3.14)

where \(B_t' = B_t - G_t Y_t\). It can be intuitively understood as the scheme to remove the leakage noise in the bone sensor.

### 3.5 Probabilities

Recall the joint probability distribution in the dynamic Bayesian network is:

\[ p(Y_t, B_t, X_t, \tilde{X}_t, V_t, S_t, M_t, U_t, W_t) = p(Y_t | X_t, V_t, U_t) p(B_t | X_t, V_t, W_t) p(X_t | \tilde{X}_t) p(\tilde{X}_t | M_t, S_t) \]
\[ \times p(M_t | S_t) p(S_t | V_t) p(U_t) p(W_t) \]

(3.15)

where \(p(X_t | \tilde{X}_t)\), \(p(V_t), p(U_t)\), \(p(W_t)\) have been defined previously. Furthermore, from the observation of both sensors, we have that \(p(Y_t | X_t, V_t, U_t) \sim N(Y_t, X_t + V_t, \sigma^2_v)\) and \(p(B_t | X_t, V_t, W_t) \sim N(B_t, H_t X_t + G_t V_t, \sigma^2_w)\).

Speech is modeled using a mixture of Gaussians (MG),

\[ p(\tilde{X}_t | S_t) = \sum_m p(M_t = m | S_t) p(\tilde{X}_t | S_t, M_t) \]

(3.16)

with \(p(\tilde{X}_t | S_t = s, M_t = m) \sim N(\mu_{s,m}, \sigma^2_{s,m})\). \(S_t = 0\) indicates the silence (non-speech) state and \(S_t = 1\) indicates the speech state. Silence is represented using a single Gaussian, and thus \(p(M_t = 0 | S_t = 0) = 1\) with \(p(\tilde{X}_t | S_t = 0) \sim N(\tilde{X}_t; 0, \sigma^2_{sil})\). In speech segments, a mixture of Gaussian with \(M = 4\) and \(p(M_t = i | S_t = 1) = \alpha_i\) is formulated.
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As \( X_t \) and \( \tilde{X}_t \) are related by a delta distribution, given \( g_{x_t} \), estimating either one of these variables is equivalent. Thus, integrating out \( X_t \) from the joint distribution we have

\[
\int_{X_t} p(Y_t, B_t, X_t, \tilde{X}_t, V_t, S_t, M_t, U_t, W_t) dX_t \\
= p(Y_t, B_t, \tilde{X}_t, V_t, S_t, M_t, U_t, W_t) \\
= p(Y_t | g_{x_t}, \tilde{X}_t, V_t, U_t) p(B_t | g_{x_t}, \tilde{X}_t, V_t, W_t) p(\tilde{X}_t | M_t, S_t) \\
\times p(M_t | S_t) p(S_t) p(V_t) p(U_t) p(W_t)
\]

(3.17)

where

\[
p(Y_t | g_{x_t}, \tilde{X}_t, V_t, U_t) \sim N \left( g_{x_t} X_t + V_t, \sigma_{x_t}^2 \right) \\
p(B_t | g_{x_t}, \tilde{X}_t, V_t, W_t) \sim N \left( g_{x_t} H_t \tilde{X}_t + G_t V_t, \sigma_{x_t}^2 \right)
\]

(3.18)

Now consider the posteriori probability of normalized clean speech spectra given two noisy observations in terms of the Bayes rule,

\[
p(\tilde{X}_t | Y_t, B_t) = \sum_{s,m} p(\tilde{X}_t, S_t = s, M_t = m | Y_t, B_t) \\
= \sum_{s,m} p(\tilde{X}_t | Y_t, B_t, S_t = s, M_t = m) \\
\times p(M_t = m | Y_t, B_t, S_t = s) p(S_t = s | Y_t, B_t)
\]

(3.19)

Let us first consider evaluating \( p(\tilde{X}_t | Y_t, B_t, S_t = s, M_t = m) \). Using the definition of conditional probability, we have

\[
p(\tilde{X}_t | Y_t, B_t, S_t = s, M_t = m) = \frac{p(\tilde{X}_t, Y_t, B_t, S_t = s, M_t = m)}{p(Y_t, B_t, S_t = s, M_t = m)}
\]

(3.20)

And the numerator in the above equation can be obtained by integration,

\[
p(\tilde{X}_t, Y_t, B_t, S_t = s, M_t = m) = \int_{V_t} \int_{U_t} \int_{W_t} p(Y_t, B_t, \tilde{X}_t, V_t, S_t, M_t, U_t, W_t) dU_t dW_t dV_t
\]

(3.21)

Integrating out \( V_t, U_t \) and \( W_t \), the joint probability can be expressed as the production of several Guassians,

\[
p(\tilde{X}_t, Y_t, B_t, S_t = s, M_t = m) \sim N \left( \tilde{X}_t; \alpha_{s,m}, \beta_{s,m} \right) N \left( B_t; \gamma_{s,m}, \eta_{s,m} \right) \\
\times N \left( Y_t; g_{x_t} \mu_{s,m}, \sigma_{y_t}^2 \right) p(M_t | S_t) p(S_t)
\]

(3.22)
where the parameters of Guassians are
\[
\begin{align*}
    \alpha_{s,m} &\triangleq \frac{\sigma_{s,m}^2 (\sigma_{m}^2 + g_{x_t} Y_t) + g_x H_m (B_0 \sigma_u^2 - G \sigma_u^2 Y_t)}{\sigma_{w}^2 + g_{x_t} ^2 \sigma_{s,m}^2 \sigma_{M}^2 + \sigma_{u}^2 \sigma_{s,m}^2 |H_m|^2} \\
    \beta_{s,m} &\triangleq \frac{\sigma_{s,m}^2 \sigma_{u}^2}{\sigma_{w}^2 + g_{x_t} \sigma_{s,m}^2 \sigma_{M}^2 + \sigma_{u}^2 \sigma_{s,m}^2 |H_m|^2} \\
    \gamma_{s,m} &\triangleq \frac{g_{x_t} H_m \sigma_{s,m}^2 \sigma_{M}^2 + g_{x_t} \sigma_{s,m}^2 Y_t}{\sigma_{w}^2 \sigma_{s,m}^2 |H_m|^2} + \frac{G \sigma_u^2 Y_t}{\sigma_{w}^2} \\
    \eta_{s,m} &\triangleq \sigma_{s,m}^2 + \frac{g_{x_t}^2 \sigma_{s,m}^2}{\sigma_{w}^2} \\
    \sigma_{w}^2 &\triangleq \sigma_{u}^2 + \sigma_{v}^2 \\
    \sigma_{1}^2 &\triangleq \frac{\sigma_{w}^2}{\sigma_{u}^2 + \sigma_{w}^2} \\
    \sigma_{2}^2 &\triangleq \frac{g_{x_t}^2 \sigma_{s,m}^2}{\sigma_{s,m}^2 \sigma_{M}^2 + \sigma_{u}^2 \sigma_{s,m}^2 |H_m|^2} \\
    H_m &\triangleq H - G \frac{\sigma_{2}^2}{\sigma_{u}^2}
\end{align*}
\]

Plug it back into equation 3.20, we get
\[
\begin{align*}
p(\tilde{X}_t | Y_t, B_t, S_t = s, M_t = m) &= \frac{p(\tilde{X}_t, Y_t, B_t, S_t = s, M_t = m)}{p(Y_t, B_t, S_t = s, M_t = m)} \\
&= \frac{p(\tilde{X}_t, Y_t, B_t, S_t = s, M_t = m)}{p(\tilde{X}_t, Y_t, B_t, S_t = s, M_t = m) dX_t} \\
&\sim N \left( \tilde{X}_t; \alpha_{s,m}, \beta_{s,m} \right) N \left( B_t; \gamma_{s,m}, \eta_{s,m} \right) N \left( Y_t; g_{x_t} \mu_{s,m}, \sigma_1^2 \right) p(M_t | S_t) p(S_t) \\
&\sim N \left( \tilde{X}_t; \alpha_{s,m}, \beta_{s,m} \right) N \left( B_t; \gamma_{s,m}, \eta_{s,m} \right) N \left( Y_t; g_{x_t} \mu_{s,m}, \sigma_1^2 \right) p(M_t | S_t) p(S_t)
\end{align*}
\]

(3.24)

In order to evaluate the posterior \( p(\tilde{X}_t | Y_t, B_t) \) we still need to compute \( p(M_t = m | Y_t, B_t, S_t = s) \) and \( p(S_t = s | Y_t, B_t) \). First consider
\[
\begin{align*}
p(M_t = m | Y_t, B_t, S_t = s) &= \frac{p(M_t = m, Y_t, B_t, S_t = s)}{p(Y_t, B_t, S_t = s)} \propto p(Y_t, B_t, S_t = s, M_t = m)
\end{align*}
\]

(3.25)

Recall from the equation 3.22,
\[
\begin{align*}
p(Y_t, B_t, S_t = s, M_t = m) &= \int_{\tilde{X}_t} p(\tilde{X}_t, Y_t, B_t, S_t = s, M_t = m) d\tilde{X}_t \\
&\sim N \left( B_t; \gamma_{s,m}, \eta_{s,m} \right) N \left( Y_t; g_{x_t} \mu_{s,m}, \sigma_1^2 \right) p(M_t | S_t) p(S_t)
\end{align*}
\]

(3.26)

As a result,
\[
\begin{align*}
p(M_t = m | Y_t, B_t, S_t = s) &\sim N \left( B_t; \gamma_{s,m}, \eta_{s,m} \right) N \left( Y_t; g_{x_t} \mu_{s,m}, \sigma_1^2 \right) p(M_t | S_t) p(S_t)
\end{align*}
\]

(3.27)

But, recall that \( M_t \) is global over a given frame. Thus let
\[
\begin{align*}
k(m, f) &\triangleq N \left( B_t^f; \gamma_{s,m}^f, \eta_{s,m}^f \right) N \left( Y_t^f; g_{x_t} \mu_{s,m}^f, \sigma_1^2 \right) p(M_t | S_t) p(S_t)
\end{align*}
\]

(3.28)
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We can compute the value of the posterior using

\[ p(M_t = m | Y_t, B_t, S_t = s) = \frac{\prod_f k(m, f)}{\sum_m \prod_f k(m, f)} \]  

(3.29)

The posterior of \( S_t \) may be obtained in a similar manner by observing that

\[ p(S_t = s | Y_t, B_t) \propto \sum_m N \left( B^f_t \gamma_{s,m}^f, \eta_{s,m}^f \right) N \left( Y^f_t; \mu_{s,m}^f, \sigma^2_1 \right) \]

\[ \times p(M_t | S_t) p(S_t) \]  

(3.30)

Now, we have derived all the components to our original problem, i.e., computing \( p(\tilde{X}_t | Y_t, B_t) \). In practice, though, we are more interested in computing \( E(\tilde{X}_t | Y_t, B_t) \).

Thus, taking an expectation w.r.t \( p(\tilde{X}_t | Y_t, B_t) \) we get

\[ \hat{X}_t = E(\tilde{X}_t | Y_t, B_t) = p(S_t = 0 | Y_t, B_t) E(\tilde{X}_t | Y_t, B_t, S_t = 0, M_t = 0) \]

\[ + p(S_t = 0 | Y_t, B_t) \sum_m p(M_t = m | Y_t, B_t, S_t = 1) E(\tilde{X}_t | Y_t, B_t, S_t = 1, M_t = m) \]  

(3.31)

Note that \( E(\tilde{X}_t | Y_t, B_t, S_t = s, M_t = m) = \alpha_{s,m} \) and the estimator is essentially a MMSE estimator.

3.6 Estimating the gain \( g_{x_t} \)

Define \( q(f) \) as the joint likelihood over some of the variables in the model,

\[ q(f) = p(\tilde{X}_t^f, Y_t^f, B_t^f, S_t, M_t) \]  

(3.32)

The joint log likelihood over the entire frame is given by

\[ F = \log \prod_{all \ f} q(f) = \sum_{all \ f} \log q(f) \]  

(3.33)

where the above equation follows as a result of the frequency independence assumption.

In order to maximize \( F \), a numerical scheme is utilized, i.e., the EM algorithm. The E-step essentially consists of estimating the most-likely value of \( \tilde{X}_t \) given the current estimate of \( g_{x_t} \), i.e., \( \hat{X}_t = E(\tilde{X}_t | Y_t, B_t, g_{x_t}) \). The M-step involves maximizing the objective function \( F \) w.r.t. \( g_{x_t} \). Taking the derivative of \( F \) w.r.t. \( g_{x_t} \) and solving for \( g_{x_t} \) yields

\[ g_{x_t} = \frac{\sum_{all \ f} \left( |Y_t^f \hat{X}_t^f + Y_t^f \hat{X}_t| \sigma^2_w + C \sigma^2_v \right)}{\sum_{all \ f} \left( |\hat{X}_t|^2 \sigma^2_w + |H - G|^2 |\hat{X}_t|^2 \sigma^2_v \right)} \]  

(3.34)
where
\[ C = (B_t - GY_t)^* (H - G) \tilde{X}_t + (B_t - GY_t) (H - G)^* \tilde{X}_t^* \] (3.35)

It should be noted here that we do not estimate \( g_{x_t} \) for the Gaussian that models silence, and in that case, it is set to 1.

### 3.7 Dynamics of \( S_t \)

The enhancement process starts off with both \( S_t = 0 \) and \( S_t = 1 \) being equally likely, i.e., \( p(S_t = 0) = p(S_t = 1) = 0.5 \). In order to enforce smoothness of the state we use the following state dynamics:

\[
p(S_t = s | S_{t-1} = s) = \frac{0.5 + p(S_{t-1} = s | Y_{t-1}, B_{t-1})}{2} \] (3.36)

and \( p(S_t = s | S_{t-1} = 1 - s) = 1 - p(S_t = s | S_{t-1} = s) \). This way, if the previous frame is a speech, i.e., \( p(S_{t-1} = s | Y_{t-1}, B_{t-1}) > 0.5 \), the prior for the current frame being speech, i.e., \( p(S_t = 1 | S_{t-1} = 1) \) is larger than 0.5. The same is also true for: \( p(S_t = 0 | S_{t-1} = 0) > 0.5 \). This introduces some bias towards the state of the previous frame, making frame to frame transition smoother.

### 3.8 Speech Detection

Here we use a more robust statistical model-based voice activity detector (VAD) method [46] instead of the speech detection method used therein. Under Gaussian random variables assumptions, we have the probability density functions conditioned on speech absent \( H_0 \) and speech present \( H_1 \) given by

\[
p(x | H_0) = \prod_{k=0}^{L-1} \frac{1}{\pi \lambda_N (k)} \exp \left\{ -\frac{|X_k|^2}{\lambda_N (k)} \right\} \] (3.37)

\[
p(x | H_1) = \prod_{k=0}^{L-1} \frac{1}{\pi \left[ \lambda_N (k) + \lambda_S (k) \right]} \exp \left\{ -\frac{|X_k|^2}{\lambda_N (k) + \lambda_S (k)} \right\} \] (3.38)

where \( \lambda_N (k) \) and \( \lambda_S (k) \) denote the variances of \( N_k \) and \( S_k \), respectively. The likelihood ratio for the \( k \)th frequency band is

\[
\Lambda_k \triangleq \frac{p(X_k | H_1)}{p(X_k | H_0)} = \frac{1}{1 + \xi_k} \exp \left\{ \frac{\gamma_k \xi_k}{1 + \xi_k} \right\} \] (3.39)
where $\xi_k \triangleq \lambda_S (k) / \lambda_N (k)$ and $\gamma_k \triangleq |X_k|^2 / \lambda_N (k)$, representing the a priori and a posteriori signal-to-noise ratios (SNRs), respectively [14]. The decision rule is established from the geometric mean of the likelihood ratios for the individual frequency bands, which is given by

$$\log \Lambda = \frac{1}{L} \sum_{k=0}^{L-1} \log \Lambda_k \begin{cases} H_1 > \\ H_0 \end{cases} \eta \quad \text{(3.40)}$$

We assume that $\lambda_N (k)$ are already known through the noise statistic estimation procedure. However, the unknown parameters $\xi_k$ needs to be estimated. The ML estimator for $\xi_k$ can easily be derived as follows:

$$\xi_k^{ML} = \gamma_k - 1 \quad \text{(3.41)}$$

Applying it into the LRT yields the Itakura Saito distortion (ISD) based decision rule [47]:

$$\log \hat{\Lambda}^{ML} = \frac{1}{L} \sum_{k=0}^{L-1} \log \left\{ \gamma_k - \log \gamma_k - 1 \right\} \begin{cases} H_1 > \\ H_0 \end{cases} \eta \quad \text{(3.42)}$$

Note that the left-hand side of equation can not be smaller than zero, which is the well-known property of ISD and implies that the likelihood ratio is biased to $H_1$.

In order to reduce this bias, the decision-directed (DD) a priori SNR estimation method is applied:

$$\hat{\xi}_k (n) = \alpha \hat{A}_k^2 (n-1) + (1 - \alpha) P [\gamma_k (n) - 1] \quad \text{(3.43)}$$

where $n$ is the frame index, $P[x] = x$ if $x > 0$, and $P[x] = 0$ otherwise. $\hat{A}_k (n-1)$ are the estimated signal amplitude of the previous frame derived from a minimum mean square error (MMSE) estimator [14]. The DD method provides a smoother estimation of the a priori SNR than the ML method [6], and consequently reduces the fluctuation of the estimated likelihood ratios during noise-only periods.

In practice, the initial decision is often modified to prevent clipping of weak speech tails by considering the previous decision results. Hang-over algorithms are thus adopted to delay the transition from $H_1$ to $H_0$, based on the idea that there is a strong correlation in the consecutive occurrences of speech frames. To express this property explicitly, the sequence of states is modeled as a first-order Markov process. Since the Markov
process assumes that the current state only depends on the previous state, the correlative characteristic of speech occurrence can be represented by 
\[ p(q_n = H_1 | q_{n-1} = H_1) > p(q_n = H_1) \] 
where \( q_n \) denotes the state of the \( n \)th frame.

By assuming that the Markov process is time invariant, we can use the notation, 
\[ a_{ij} \Delta p(q_n = H_j | q_{n-1} = H_i). \] 
We further assume the stationarity of the process, namely, 
\[ p(q_n = H_i) = p(H_i), \] 
where \( p(H_0) \) and \( p(H_1) \) are the steady-state probabilities obtained from \( a_{01}p(H_0) = a_{10}p(H_1) \) and \( p(H_0) + p(H_1) = 1 \). Thus, the overall process can be characterized by only two parameters, \( a_{01} \) and \( a_{10} \). In this Markovian frame state model, the current state depends on the previous observations as well as the current one, which is reflected on the decision rule in the following way:

\[ L(n) \Delta \frac{p(X_n | q_n = H_1)}{p(X_n | q_n = H_0)} \]

\[ = \frac{p(H_0)}{p(H_1)} \frac{p(q_n = H_1 | X_n)}{p(q_n = H_0 | X_n)} > \eta \quad \mathrm{if} \quad H_1 \]

\[ < \eta \quad \mathrm{if} \quad H_0 \] 

(3.45)

where \( X_n = \{X(n), ..., X(1)\} \) represents the set of observations up to the current frame \( n \). For the efficient computation of the a posteriori probability ratio, 
\[ \Gamma(n) \Delta p(q_n = H_1 | X_n) / p(q_n = H_0 | X_n) \]

we define the forward variable as \( \alpha_n(i) \Delta p(q_n = H_1, X_n) \). By using the forward procedure, we can solve for \( \alpha_n(i) \) as follows:

\[ \alpha_n(i) = \begin{cases} 
  p(H_i) p(X(1) | q_1 = H_i) & \text{if } n = 1 \\
  (\alpha_{n-1}(0) a_{0j} + \alpha_{n-1}(1) a_{1j}) p(X(n) | q_1 = H_i) & \text{if } n \geq 2 
\end{cases} \]

(3.46)

Based on the above formulations, a recursive formula for \( \Gamma(n) \) is obtained as

\[ \Gamma(n) = \frac{\alpha_n(1)}{\alpha_n(0)} = \frac{a_{01} + a_{11} \Gamma(n-1)}{a_{00} + a_{10} \Gamma(n-1)} \Lambda(n) \]

(3.47)

where \( \Lambda(n) \) denotes the likelihood ratio at \( n \)th frame. Consequently, the final decision statistic is obtained by 
\[ L(n) = \frac{p(H_0)}{p(H_1)} \Gamma(n). \]
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Figure 3.3: Speech spectrograms and waveforms: (a) Clean signal; (b) bone-conducted signal (LSD=2.1317); (c) noisy air-conducted signal in Gaussian noise environment (SNR=10, LSD=2.4526); (d) Speech enhanced using the PA method (LSD=2.1592).

3.9 Experimental Results

For zero-mean Gaussian noise, an unbiased estimation of the variances is given by

$$\sigma_v^2 = \frac{1}{|N_V|-1} \sum_{t \in N_v} |Y_t|^2$$
$$\sigma_w^2 = \frac{1}{|N_V|-1} \sum_{t \in N_v} |B_t - GY_t|^2$$

where $N_V$ is the set of non-speech (or noise corrupted) frames. Recall that $\sigma_v^2$ is the variance of the corrupting noise, and $\sigma_w^2$ is the variance of the sensor noise in the bone microphone. Also we set $\sigma_u^2 = 10^{-4}\sigma_w^2$, as a consequence of less sensor noise of air-conducted speech than the bone-conducted speech.

A collection of speech from the TIMIT database is used as the training data. In the STFT transform, the window is a Hanning window with length $N = 256$ and 50 percent overlap. After building the mixture of Gaussians of training data, we simulate the bone-
conducted speech by low pass filtering the clean speech. Noisy speech is created by contaminating Gaussian noise and interfering speaker. Figure 3.3 shows the spectrogram of clean, BC, noisy and reconstructed speech when SNR = 10. Figure 3.4 shows the spectrogram of clean, BC, noisy and reconstructed speech with interfering speaker. We can see from the spectrogram of the reconstructed speech that although it contains a relatively full frequency band, it is still distorted. The result may be induced by the small number of mixture of Gaussians for representing the speech model. We will compare the result with our methods in the next chapter.

Figure 3.4: Speech spectrograms and waveforms: (a) Clean signal; (b) bone-conducted signal (LSD=2.1317); (c) noisy air-conducted signal in an interfering speaker environment (SNR=-1.7821, LSD=1.2804); (d) Speech enhanced using the PA method (LSD=2.2672).
3.10 Summary

We have described the probabilistic approach for multi-sensory speech enhancement. It utilizes a mixture-of-Gaussians speech model built from magnitude-normalized complex spectra for speech enhancement. A dynamic Bayesian network representing a family of probability distributions defined in terms of a directed graph is used to estimate the posterior probability of the clean speech given both air and bone conducted measurements. The joint probability distribution over the variables, represented by the nodes in the graph, is obtained by taking products over functions on connected subsets of nodes. The final minimum mean square error estimator is computed by marginalizing the probabilities. We utilized a more robust speech detection method instead of the original method proposed in [49]. We showed the spectrogram of the reconstructed speech with a relatively full frequency band for the reconstructed speech with low SNR Gaussian noise and interfering speaker. Furthermore, it is computationally inexpensive and can be run in real time. We also compared this method to our method proposed in chapter 4.
Chapter 4

Geometric Extension Methods

4.1 Introduction

In this section, we model the problem as learning the nonlinear mapping from the concatenation of AC and BC speech to clean speech in the short time Fourier transform (STFT) domain. Here two function extension methods are used, i.e., Geometric harmonics \cite{14} and Laplacian pyramids \cite{36}. Geometric harmonics method is based on the Nystrom extension using Gaussian kernel for extending empirical functions $f$ defined on a set $X$ to a larger set $\bar{X}$. Laplacian pyramid extension is based on a kernel regression scheme where a series of Gaussian kernel with a decreasing scale are used to approximate the residual of previous representation. Both methods consist of two phases: an off-line phase (training phase) and an online phase (testing phase).

4.2 Problem Formulation

The training set is defined as $S = \{Y(k,l)\}_{k=1,...,n, l=1,...,m}$, where $n$ is the total number of frequency bins, $m$ is the total number of frames. We regard them as $m$ data points in $R^n$. A function $f : S \rightarrow R^n$ is known on the points of the training set. Let $\bar{S}$ be a set in $R^n$ such that $\bar{S} \subseteq R^n \setminus S$. The set $\bar{S}$ is denoted as the test set. The task is to extend the function $f$ to $\bar{S}$ point of the test set. We concatenate noisy BC and AC speech together $Y_{AB}(k,l) = [Y_{AC}(k,l) \ Y_{BC}(k,l)]$ as the training set, with a nonlinear function $f$ mapping it to the clean speech $X(k,l)$. After we learn the mapping given training noisy AB speech
and clean speech, we extend the function to new noisy AB speech and reconstruct the clean speech in the test data.

4.3 Prediction

Prediction is a part of statistical inference. Indeed, one description of statistics is that it provides a means of transferring knowledge about a sample of a population to the whole population, and to other related populations. Here we regard the denoising as a prediction process, where the reconstructed speech is predicted by the knowledge of the function mapping noisy concatenation speech to the clean speech.

In many applications it is possible to estimate the models that generate the observations. By expressing models as transfer functions or in terms of state-space parameters, the smoothed, filtered and predicted data can be estimated [10]. For linear underlying generating models, a minimum-variance Kalman filter and a minimum-variance smoother may be used to recover data of interest from noisy measurements. The afore-mentioned techniques rely on one-step-ahead predictors which minimize the variance of the prediction error. When the generating models are nonlinear then step-wise linearization may be applied to extended Kalman Filter and smoother recursions. However, in nonlinear cases, optimum minimum-variance performance guarantees no longer apply.

Statistical techniques used for prediction include regression analysis and time series analysis. Ordinary least squares, logistic regression, autoregressive moving average models, and vector autoregression models are their various sub-categories. In the process of regression analysis for prediction, data are collected on the variable to be predicted, called the dependent variable, and on one or more variables whose values are hypothesized to influence it, called independent variables. A functional form, often linear, is hypothesized for the postulated causal relationship, and the parameters of the function are estimated from the data chosen so as to optimize to fit the function. Then the independent variable values deemed relevant to unobserved values of the dependent variable are used in the parametrized function to generate predictions for the dependent variable.
4.4 Kernel methods

In computer science, kernel methods (KMs) are a class of algorithms for pattern analysis, whose best known element is the support vector machine (SVM). The general task of pattern analysis is to find and study general types of relations, for example clusters, rankings, principal components, correlations, classifications in general types of data, such as sequences, text documents, sets of points, vectors, images, etc. In the research, the function that maps the concatenation of AC and BC speech to clean speech is found by the kernel methods.

KMs approach the problem by mapping the data into a high dimensional feature space, where each coordinate corresponds to one feature of the data items, transforming the data into a set of points in a Euclidean space. In that space, a variety of methods can be used to find relations in the data. KMs owe their name to the use of kernel functions, which enable them to operate in the feature space without ever computing the coordinates of the data in that space, but rather by simply computing the inner products between the images of all pairs of data in the feature space. This operation is often computationally cheaper than the explicit computation of the coordinates. This approach is called the kernel trick. Kernel functions have been introduced for sequence data, graphs, text, images, as well as vectors.

Algorithms capable of operating with kernels include Support vector machine (SVM), Gaussian processes, Fisher’s linear discriminant analysis (LDA), principal components analysis (PCA), canonical correlation analysis, ridge regression, spectral clustering, linear adaptive filters and many others. Because of the particular culture of the research community that has been developing this approach since the mid-1990s, most kernel algorithms are based on convex optimization or eigenproblems, which are computationally efficient and statistically well-founded.

4.5 Geometric Harmonics

Geometric Harmonics is derived from the Nyström extension, which has been widely used in partial differential solvers, and recently employed in machine learning and in spectral
graph theory as a way to subsample large data sets [2, 15, 54]. It is also used for the extension of functions from a training set to accommodate the arrival of new samples. Their work is also highly related to the Kriging technique widely employed in geostatistics [53]. The extension process involves the construction of a specific family of functions which are termed as geometric harmonics. These functions constitute a generalization of the prolate spheroidal wave functions of Slepian in the sense that they are optimally concentrated on $X$.

First assume the kernel $k : \bar{X} \times \bar{X} \to R$ satisfying

- $k$ is symmetric $k (\bar{x}, \bar{y}) = k (\bar{y}, \bar{x})$ for all $\bar{x}$ and $\bar{y}$ in $\bar{X}$.
- $k$ is positive semi-definite, i.e., for any $m \geq 1$ and any choice of real numbers $\alpha_1, ..., \alpha_m$ and of points $\bar{x}_1, ..., \bar{x}_m$ in $\bar{X}$, we have
  \[
  \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_i \alpha_j k (\bar{x}_i, \bar{x}_j) \geq 0 \quad (4.1)
  \]

This property is not necessary to define geometric harmonics and extensions. However, it allows us to interpret the geometric harmonics as maximizing some concentration measure over $X$.

- $k$ is bounded on $\bar{X} \times \bar{X}$ by a number $M > 0$. Although this assumption can be weakened, it is very convenient for the simplicity of the exposition.

When $\lambda_j \neq 0$, the eigenfunction $\psi_j$ can be extended to $\bar{x} \in \bar{X}$ by

\[
\psi_j (\bar{x}) = \frac{1}{\lambda_j} \int_{X} k (\bar{x}, y) \psi_j (y) \, d\mu (y) \quad (4.2)
\]

This extension is called geometric harmonic.

The eigenvectors and eigenvalues of a Gaussian kernel on the training set $S$ with scale $\varepsilon$ are computed by

\[
\lambda_l \varphi_l (x_i) = \sum_{x_j \in \Gamma} e^{-\frac{\|x_i - x_j\|^2}{2\varepsilon}} \varphi_l (x_j), \ x_i \in S \quad (4.3)
\]

If $\lambda_l \neq 0$, the eigenvectors can be extended to any $y \in \mathbb{R}^n$ by

\[
\varphi_l (y) = \frac{1}{\lambda_l} \sum_{x_j \in \Gamma} e^{-\frac{\|y - x_j\|^2}{2\varepsilon}} \varphi_l (x_j), \ y \in \mathbb{R}^n \quad (4.4)
\]

The extended distance of $\varphi_l$ from the training set is proportional to $\varepsilon$. Let $f$ be a function on the training set $S$. The eigenfunctions $\varphi_l$ are the outcome of the spectral decomposition of a symmetric positive matrix, thus, they form a basis in $\mathbb{R}^n$. Consequently,
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Table 4.1: GH algorithm

<table>
<thead>
<tr>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong></td>
</tr>
<tr>
<td><strong>Output:</strong></td>
</tr>
</tbody>
</table>

1. Build a Gaussian kernel $k = e^{-\frac{\|x_i - x_j\|^2}{2\varepsilon}}$.

2. Compute the set of eigenvalues $\varphi_l(x)$ for this kernel
   $$\lambda_l \varphi_l(x_i) = \sum_{x_j \in S} e^{-\frac{\|x_i - x_j\|^2}{2\varepsilon}} \varphi_l(x_j), \ x_i \in S.$$ 

3. Extend the eigenvalues $\varphi_l(y)$ via geometric harmonics
   $$\varphi_l(y) = \frac{1}{\lambda_l} \sum_{x_j \in S} e^{-\frac{\|y - x_j\|^2}{2\varepsilon}} \varphi_l(x_j), \ y \in \bar{S}.$$ 

4. Extend function via linear combination of the basis
   $$f(y) = \sum_{\lambda_l \geq \delta \lambda_0} \langle \varphi_l, f \rangle \tilde{\varphi}_l(y).$$ 

Any function $f$ can be written as a linear combination of this basis:

$$f(x_i) = \sum_l \langle \varphi_l, f \rangle \varphi_l(x_i), \ x_i \in \Gamma \quad (4.5)$$

Using the Nyström extension, $f$ can be defined for any point in $\mathbb{R}^n$ by

$$f(y) = \sum_l \langle \varphi_l, f \rangle \varphi_l(y), \ y \in \mathbb{R}^n \quad (4.6)$$

To avoid ill-conditioned eigenvalues, we cut off the sum keeping the eigenvalues (and the corresponding eigenfunctions) satisfying $\lambda_l \geq \delta \lambda_0$

$$\tilde{f}(y) = \sum_{\lambda_l \geq \delta \lambda_0} \langle \varphi_l, f \rangle \tilde{\varphi}_l(y), \ y \in \mathbb{R}^n \quad (4.7)$$

The GH algorithm is described in Table 4.1. Geometric harmonics method needs careful setting of the kernel scale $\varepsilon$ and condition number $l$. Besides, the extended function is the projection of the function rather than the original function, thus may not represent the data points well. Last but not the least, the extension range has relation to the complexity of the function, namely, a more complex function will be more difficult to extend in a larger range. As a result, Laplacian pyramid method is utilized to circumvent these problems.
4.6 Laplacian Pyramid

The Laplacian pyramid is a method for multi-scale representation of data, with Gaussian kernels of decreasing widths. At each scale, the residual of the previous result is convolved with a Gaussian kernel.

A Gaussian kernel is defined on $S$ as

$$W_0 = w_0(x_i, x_j) = e^{-\|x_i - x_j\|^2 / \sigma_0} \quad (4.8)$$

Normalizing $W_0$ by its row sum, we have

$$K_0 = k_0(x_i, x_j) = q_0^{-1}(x_i) w_0(x_i, x_j) \quad (4.9)$$

where

$$q_0(x_i) = \sum_j w_0(x_i, x_j) \quad (4.10)$$

yields a smoothing operator $K_0$.

Kernel regression is a popular non-parametric method rely on the data itself to dictate the structure of the model where the regression can be done by interpolation of surrounding data. The zero-th order weighted least square estimator, i.e., the Nadaraya-Watson estimator is

$$\hat{f}(x_k) = \sum_{i=1}^{n} k_0(x_i, x_k) f(x_i) \quad (4.11)$$

According to the Perron Frobenius thereom, the matrix $K_0$ is positive definite and row stochastic. The spectral radius of $K_0$ is one, with the highest eigenvalue 1 and its corresponding eigenvector $1 / \sqrt{n}$. In addition, if the matrix $K_0$ is iterated infinity many times, it converges to the product of left and right eigenvectors, with eigenvalues smaller than 1 converges to 0, i.e., $\lim_{k \to \infty} K_0^k = v_1 u_1^T = 1_n u_1^T$. The matrix can also be viewed as probability transition matrix for markov chain or graphic models of data in machine learning senario.

Kernel regression can be applied for diverse problems ranging from denoising to up-scaling and interpolation. Here two parameters can be varied to improve the regression result, including the variance of the kernel and the number of iteration. Iterating the kernel operator on the previous output will lead to a more improved result. By applying the kernel multiple times, the Diffusion kernel is obtained:

$$\hat{f}_{l+1}(x_k) = \hat{f}_l(x_k) + (K_0 - I) \hat{f}_l(x_k) \quad (4.12)$$
The term diffusion comes from moving $\hat{f}_l(x_k)$ to the left hand side of the equation where the left side is a differential operator and right side is a Laplacian operator, which essentially is a discrete heat equation.

$$\hat{f}_{l+1}(x_k) - \hat{f}_l(x_k) = (K_0 - I) \hat{f}_l(x_k) \quad (4.13)$$

This time we multiply the kernel with the residual instead of the original function, as the residual involves more details,

$$\hat{f}_{l+1}(x_k) = \hat{f}_l(x_k) + K_l \left( f(x_k) - \hat{f}_l(x_k) \right) \quad (4.14)$$

Laplacian pyramid algorithm is used for constructing a coarse representation of a function $f$ at a given scale $l$. The difference between $f$ and the coarse approximation is the new input for the next iteration. The algorithm is iterated by approximating the difference using a Gaussian kernel of a finer scale. The approximated function at a given scale can be extended to new data points. The LP algorithm is described in table 4.2.

From the above description, we can see that the LP estimation is similar to the residual method but with a changing kernel function in each iteration.

$$\hat{f}_{l+1}(x_k) = \hat{f}_l(x_k) + K_l \left( f(x_k) - \hat{f}_l(x_k) \right) \quad (4.15)$$

Now we conduct the statistical analysis of Laplacian estimation, for additive noise, the measurement is

$$y(x_k) = f(x_k) + n_k \quad (4.16)$$

The bias is bounded by the original bias of the algorithm,

$$E[s_l(x_k)] = E\left[ \sum_{i=1}^{n} k_i(x_i, x_k) \left( f(x_i) + n_i - \sum_{i=1}^{l-1} s_i(x_i) \right) \right] = s_l(x_k)$$

$$Bias = E\left[ \hat{f}(x_k) \right] - f(x_k) = E\left[ \sum s_l(x_k) \right] - f(x_k) = \sum s_l(x_k) - f(x_k) = e_s \quad (4.17)$$

The mean square error is bounded by the weighted sum of noise variance and square
Table 4.2: LP algorithm

<table>
<thead>
<tr>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> $X \in \mathbb{R}^{n \times m}, f(x) \in \mathbb{R}^{n/2}, \sigma_0, y$</td>
</tr>
<tr>
<td><strong>Output:</strong> Extended function $f(y)$</td>
</tr>
<tr>
<td><strong>Initialize:</strong> Build a normalized Gaussian kernel $K_0$.</td>
</tr>
<tr>
<td>Approximate the function $s_0(y) = \sum_{i=1}^{n} k_0(x_i, y)f(x_i)$</td>
</tr>
<tr>
<td><strong>Repeat</strong></td>
</tr>
<tr>
<td>1. Build the Gaussian kernel $W_l$ with decreasing scale $W_l = w_l(x_i, x_j) = e^{-|x_i - x_j|^2/(2\sigma_0^2)}$.</td>
</tr>
</tbody>
</table>
| 2. Normalize the kernel by the row sum $K_l = k_l(x_i, x_j) = q_l^{-1}(x_i) w_l(x_i, x_j)$ 
  where $q_l(x_i) = \sum_j w_l(x_i, x_j)$. |
| 2. Compute the residual $d_l = f - \sum_{i=0}^{l-1} s_i$. |
| 3. Approximate the function $s_l(y) = \sum_{i=1}^{n} k_l(x_i, y)d_l(x_i)$. |
| **End:** Extend function via summation $f(y) = \sum_{k \leq l} s_k(y)$. |

Until now, the kernel we have utilized gives the nearby samples higher weight than samples far away. However, it fails to take into account distance between values of function, on the other hand, it should emphasize the contribution of values close to it. As a result, a data adaptive kernel, known as bilateral filter, combines the spatial distance...
Table 4.3: LSD results for Gaussian noise with different SNR levels and interfering speech, obtained by using four different speech enhancement methods: GH, LP, OM-LSA and PA.

<table>
<thead>
<tr>
<th>LSD</th>
<th>GH</th>
<th>LP</th>
<th>OM-LSA</th>
<th>PA</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR = 0</td>
<td>1.5726</td>
<td>1.1003</td>
<td>2.0901</td>
<td>1.9613</td>
</tr>
<tr>
<td>SNR = 10</td>
<td>1.5564</td>
<td>1.1028</td>
<td>1.4979</td>
<td>2.1592</td>
</tr>
<tr>
<td>SNR = 20</td>
<td>1.5755</td>
<td>1.1021</td>
<td>1.1085</td>
<td>2.2531</td>
</tr>
<tr>
<td>Interfering speech</td>
<td>1.5660</td>
<td>1.1768</td>
<td>1.3604</td>
<td>2.2672</td>
</tr>
</tbody>
</table>

Together with the value distance can be utilized:

$$K_b = k(x_i, x_j) k(f(x_i), f(x_j))$$ (4.19)

Here, the reconstructed result with classical kernel can be used as the function value.

### 4.7 Experimental Results

In this section, we present simulation results which demonstrate the performances of geometric harmonics and Laplacian pyramid compared to an existing probabilistic approach. Ten utterances of speech signals are taken from the TIMIT database. The sampling frequency is $f_s = 16$ kHz. The STFT window is a Hanning window of length $N = 256$ and the overlap between two successive STFT frames is 50 percent. The BC speech signals are obtained by low pass filtering the AC speech signals, where the pass–band cutoff frequency is 300 Hz and stop–band cutoff frequency is 3 kHz. Noisy AC speech signals are generated by adding Gaussian noise and interfering speaker.

The spectrograms of AC speech, BC speech, noisy clean speech and reconstructed speech via the geometric harmonics are demonstrated in Figures 4.1 and 4.2. Figure 4.1 illustrates the result for Gaussian noise and Figure 4.2 for an interfering speaker. The spectrograms of AC speech, BC speech, noisy clean speech and reconstructed speech via the Laplacian pyramid are demonstrated in Figures 4.3 and 4.4. Figure 4.3 illustrates the result for Gaussian noise and Figure 4.4 for an interfering speaker. The figures demonstrate that LP method facilitates enhancement of speech signals not only in stationary noise environments such as white Gaussian noise, but also in nonstationary noise envi-
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Figure 4.1: Speech spectrograms and waveforms: (a) Clean signal; (b) bone-conducted signal (LSD=2.1317); (c) noisy air-conducted signal in Gaussian noise environment (SNR=10, LSD=2.4526); (d) Speech enhanced using the GH method (LSD=1.5564).

environments such as an interfering speaker.

We then use the log spectral distortion (LSD) to evaluate the quality of the reconstructed speech. LSD is defined as the $L_2$ norm of the difference between the STFT transforms of $x(n)$ and $\hat{x}(n)$, namely $X(l,k)$ and $\hat{X}(l,k)$, in the $l$th frame:

$$LSD(l) = \left( \frac{1}{K} \sum_{k=0}^{K-1} \left| L \left\{ \hat{X}(l,k) \right\} - L \{X(l,k)\} \right|^2 \right)^{\frac{1}{2}} dB$$  \hspace{1cm} (4.20)

where $L \{X(l,k)\} = \max \{20\log_{10}(|X(l,k)|), \delta\}$ is the log spectrum confined to about 50 dB dynamic range ($\delta = \max_{l,k} \{20\log_{10}(|X(l,k)|) - 50\}$). The mean LSD is obtained by averaging over all speech frames.

Table 4.3 presents the LSD results for Gaussian noise with different SNR levels and interfering speech, obtained by using four different speech enhancement methods: GH,
Figure 4.2: Speech spectrograms and waveforms: (a) Clean signal; (b) bone-conducted signal (LSD=2.1317); (c) noisy air-conducted signal in an interfering speaker environment (SNR=-1.7821, LSD=1.2804); (d) Speech enhanced using the GH method (LSD=1.5660).

LP, OM-LSA and PA. The table demonstrates that the LP method consistently provides the lowest distortion for all tested SNR levels and noise types. The noise level has little influence on the geometric extension methods, which may result from the fact that the nonlinear mapping learned via geometric methods implicitly involves the noise model. However, the OM-LSA methods are strongly influenced by the noise level. The GH method provides a relatively less accurate result, which may suggest that the geometric harmonics based on Gaussian kernel can not represent the concatenation data well. The downside of the LP method is the computation time, as the iteration will increase the computation complexity.
Figure 4.3: Speech spectrograms and waveforms: (a) Clean signal; (b) bone-conducted signal (LSD=2.1317); (c) noisy air-conducted signal in Gaussian noise environment (SNR=10, LSD=2.4526); (d) Speech enhanced using the LP method (LSD=1.1028).

4.8 Summary

We have presented a geometric extension method based on Nyström extension, i.e., the geometric harmonics method. However, application of the geometric harmonics method requires careful setting for the correct extension scale and condition number. A multi-scale Laplacian pyramid extension is thus utilized to circumvent the procedure for scale tuning and compared to the geometric harmonics method.

The spectrograms of the reconstructed speech have been illustrated and the LP method provides the most accurate spectrogram. The algorithms have been evaluated by computing the LSD between clean speech and reconstructed speech. The result of geometric extension methods is not influenced by the noise level and category, and they give relatively accurate reconstructed speech, especially the LP method, though at the expense of
Figure 4.4: Speech spectrograms and waveforms: (a) Clean signal; (b) bone-conducted signal (LSD=2.1317); (c) noisy air-conducted signal in an interfering speaker environment (SNR=-1.7821, LSD=1.2804); (d) Speech enhanced using the LP method (LSD=1.1768).

computation time. It has also been shown that the LSD result of probabilistic approach (PA) is worse than the geometric extension method we proposed.
Chapter 5

Conclusion

5.1 Summary

In this thesis, we have presented two function extension schemes for multisensory speech enhancement, i.e., geometric harmonics and Laplacian pyramid. Clean speech is reconstructed using samples of air-conducted and bone-conducted speech signals. We introduce a model in a supervised learning framework by approximating a mapping from concatenation of noisy air-conducted and bone-conducted speech to clean speech in the short time Fourier transform domain.

The Nyström based geometric harmonics method is utilized for first describing the geometry of the concatenated features of both sensors and then extending it by superposition of the integral operator eigenvectors in discrete form. It can also be viewed as a dimensionality reduction scheme, by transforming the data of a single attribute, into a new set of coordinates that reflect its geometry and density. High dimensional data in this case is the concatenation of air-conducted and bone-conducted speech in the short time Fourier transform domain. Nonlinear mapping to the clean speech defined on this data set is learned and extended to new concatenation of speech signals by extending eigenfunctions of the affinity matrix. However, application of the geometric harmonics method requires a careful setting of the correct extension scale and condition number. A possible solution is to implement the geometric harmonics in a multi-scale manner, namely, the extension is calculated as a sum of representations in different scales.

In order to circumvent the tuning of the parameters, a multi-scale Laplacian pyramid
method is used to learn functions by pyramidal interpolation of surrounding data, where
the residual of previous result enters the process as the new input with different kernel
scales in each iteration. In essence, Laplacian pyramid extension is based on a kernel
regression scheme where a series of Gaussian kernels with a decreasing scale are used
to approximate the residual of the previous representation. Kernel regression is a non-
parametric method in a least square formulation by interpolation of surrounding data
according to their distances, giving the nearby samples higher weight than samples far
away.

Experiments are conducted on simulated air-conducted and bone-conducted speech in
Gaussian noise environments and interfering speakers, where the bone-conducted speech
is a low pass filtered clean speech. Estimating the speech presence probability from the
bone-conducted speech signal yields improved speech enhancement results compared to
the existing spectral enhancement method. Geometric methods provide a steady recon-
structed speech in spite of noise level and category, although involving distortion, enabling
further noise reduction. Experimental results of the proposed methods are also compared
to an existing probabilistic approach with respect to the log spectral distance, where the
Laplacian pyramid method outperforms other methods.

5.2 Future Research

Geometric harmonics may also be conducted in a multi-scale manner in accordance with
the Laplacian pyramid mechanism, where the extension can be viewed as approximations
of residuals in a series of decreasing scales.

The relation between the iteration number in the Laplacian pyramid method and noise
level in the observation can be derived to pre-determine the iteration number, rather than
choosing it via trials of experiments.

Further processing of the estimated features in the STFT domain for geometric ex-
tension methods, including iterative tuning, may reduce artifacts in the reconstructed
speech.
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המחקר נערך בהנחיית פרופ' ישראל כהן בפקולטה להנדסת חשמל.
בהתבססaton על מספר ע如有侵权 הקצל, יונק לסוג טכניקות לשיפור דיבור באלגוריתמים וד"ר רמיזי, האלגוריתמים בר以致ו. באופק לכל, נוצרות שיטות בר以致ו נותר עד היום מתלוי ומונה, האלגוריתמים דו以致ו, ביעירות בר-chief סטטורי עדית תוע שיפור השיטה כלו היא של החיסכון חים מוסון דומה, ובו-מינית𝐽였다 קלטת ואתה וمعالجة עצים אמקיני דומה. פתרון
אחיו בלעדם או או ייעוד בעורת החיסכון ריב, שב נתנ contingency בסטטי הגישה של החיסכון, הלמידה מודוי משקלם. פתרון זה נתגי ליישה עד-ידי שלובים אייקום אוזר או מכירים נסיון, מכירים פיסוקליזים, מצריים סטטוסקופים, וכח, בי כל החיסכון שיאו אקטוסייזים, מכירים ענס מחלך, המתחיל על הת𝓲י פיזיו-אקטוסייטים, נquisar עד ידי המסגר ודול חקור
ב encount פשועות והמלת הנכונה.

בעבודה זו, או מבחר את בטיט שיפור הדיבור על ידי עיבוד אתות משלי החיסכון שינה, מכירים ענס מחלך (BC) מכירים אוזר. מכירים ענס מחלך, בטחון אתת פחית יגיש לبرش סטיבון, יונק לטיוווסי הולミニום וполитון על מכירים אוזר רגל בפיסיבית לרשת. ע₪ ואות, מעריך שרכיבי שלדר הנבון של אתות מכירים ענס מחלשים באופק המשמעי מחצאות
מאובד החולצה, האיכות של אתות יוצר שכרבים עלי ידי מכירים ענס מחלך נמנעה חסית. ממד שיני, מכירים האוזרי קולט החוש סטפקואורת Burke של הדיבור, אן הוא פחס חסית לרש סטיבון, כל ברצון לשר את את הדיבור על ידי שילוב של שי פיזיו-אקטוסייטים ופקת את
דיבור באיכות נבונה העשuggage נום.

בוחתא להפקד של מכירים ענס מחלך ביבי חיותו, השיקום הקימיות מושג הלשון הקטגוריות獨立יות של מכירים ענס מחלך ביבי חיותו, השיקום הקימיות מושג הלשון

שלי מכירים ענס מחלך חיים נשק מסתמכ על הדיבור במידע שמיסים מדריך עם החולצה ענס, מאחור התדידים הנכולים של הדיבור יקלטני עיני מכירים ענס בואו חסית לרש סטיבון. זה
מאפרשר הבוחת חוקה יניר ויקו הקטיעות אלא ודבור לקטיעים ענס דיבור ויזוי מדיקי י獅 יש
מצarriv נהוג להכות iniciar והמשתקע במיקום מדויק של הגוב הצוללי

כשairport מיקרופון등 מצに入れ בשילוב רעש אך, שיטה זו יושמה לדיבור בשולי ממקם את השניות (180°). שעור צוללים בשוליים ענה דיבור בשוליים בענה ששוכר עבד התחלתי במנגנון משופר. דומה להגישות של שיוון, שיטות ניתוח ושינון דרישות שימוש ל探し

ב(ActionEvents, 3) נושא הдесятיה. בישראל, גישת שיוון ותשתיות מספק שגנור ליifu.

ה娅ש через דיבור ממיקרופון旗下 לא רעש או דיבור בשוליים בענה עשה עבד התחלתי תמפורט. בדいただきました של שיוון, שיוות התשתיות תורשת משתמש לשליפה

דיבור ממיקרות 1170 מצץ ואת מסך השחוז, הניכרא על ידי הלחים של מסך tríיוע לייעור המשיכו הדיבור. שיטת הдесятיה ומשנתת את משולש של שניה, שניעת התשתיות תורשת משתמש לשליפה

ב(ActionEvents, 3) נושא הдесятיה. בישראל, גישת שיוון ותשתיות מספק שגנור ליifu.

ה娅ש через דיבור ממיקרופון旗下 לא רעש או דיבור בשוליים בענה עשה עבד התחלתי תמפורט. דומה להגישות של שיוון, שיטות ניתוח ושינון דרישות שימוש ל探し

ב(ActionEvents, 3) נושא הдесятיה. בישראל, גישת שיוון ותשתיות מספק שגנור ליifu.

ב(ActionEvents, 3) נושא הдесятיה. בישראל, גישת שיוון ותשתיות מספק שגנור ליifu.
מיפוי לא ליניארי לדיבור הנկד הוא מפה על מרומ תכונות זה לכלמ מורחב לשגל את האותות

דייר על ידי הרחבת פונקציות עצומות של מטריצות יוהל. עם זאת, יש,sizeof שית התוכנות

האנטומיות של הדיבור והרצת הנטה ומגמה התנגשה. פתרון אבסטרקט הוא לייו את

התרוממות האנטומיות באופט ובסקאלה, לומר, הרחבת מרחוקה לטקסט של ייצור בק

המידה והණ.

שיטה הרחבת-בר-סקאלה נספה, המכנה פירמידה לפלסיאנית, עוביור השוואת לסיית

התרוממות האנטומיות. עליה של דיבור, הרחבת פירמידת לפלסטייא מובססת על תכנית לסית

גער היודו של עדיד גואסיאיניס משמשות ל Heavenly אוצרות 미יעון קודו. גורשים

קרוניט או שיטת שיאן פירמידת בישט ריביעים פוחתנו על ידי אנטיורפריצה של תכונית

מקופם על פי המורכבים שלמה, הנחתה לתיפורים הסמוכות משקל בה יזרו יזרו דימות

רהורקו.

ביצענו ניסיון באיסוף ממקטים של איזוחת דיבור במדיקומוניות איאור העם, שעריך בכ-10

רעש גואסיאיניס ממדוקים, כאשר הרדר בר-סקאלה במדיקום אימא על ידי ממית פעמי

הנומיס. שיטות האנטומיות מפקחות שיווקו דיבור יוצר חיוב למחת רעש-ホーム, אם כי

האוזן המוטור היא באיזוח נยะ. תוצאת הניסייון של שיטות המוצעות מוגזת גם

בעושה לשנייה ההסתיים מהקימיה ביבש בול המורים הספקולריים, שב שיטות פירמידה

פלסיא桫ות ויתר בצייעה unsuccessfully אתוה.